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 Speech is the output of a time varying excitation excited by a time varying 
system. It generates pulses with fundamental frequencies F0. This time vary-
ing impulse is trained as one of the features, and characterized by fundamen-
tal frequency F0 and its formant frequencies. These features vary from one 
speaker to another and from a gender to another one as well. In this paper 
the accent issues in continuous speech recognition system are considered. 
Variations in F0 and formant frequencies are the main features that charac-
terize variation in a speaker. The variation becomes considerably less within 
a speaker, medium within the same accent and very high among a different 
accent. This variation in information can be exploited to recognize gender 
type and to improve performance of speech recognition systems through cus-
tomizing separate models based on gender type information.
Five sentences are selected for training. Each of the sentences are spoken 
and recorded by 5 female speakers and 5 male speakers.  The speech corpus 
will be preprocessed to identify the voiced and unvoiced region. The voiced 
region is the only region which carries information about F0. From each 
voiced segment, F0 is computed. Each forms the feature space labeled with 
the speaker identification: i.e., male or female. This information is used to 
parameterize the model for male and female. The K-means algorithm is used 
during training as well as testing.  Testing is conducted in two ways: speaker 
dependent testing and speaker independent testing. SPHINX-III software by 
Carnegie Mellon University has been used to measure the accuracy of speech 
recognition of data taking in to account the case of gender separation which 
has been used in this research.
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1-Introduction:
As speech recognition is a complex task it is still 
difficult to find the complete solution, because 
every human being has his/her own different 
characteristics of voice and accent, this in itself 
has become one of the main problems in the field 
of speech recognition [1], [2]. It is worth pointing 
out the fact that this research investigates an ap-
proach for identifying genders from spoken data 
and builds separate models for accent that can en-
hance the performance of speech recognition by 
reducing the search space in lexicon[3], [4],[5], 
[6].
Studies in gender classification using voice shall 
give insights to how humans process voice in-
formation[7], [8]. What may be important is 
that gender information is conveyed by the F0, 
type of sound, and the size of vocal tract. It can 
be assumed that modeling the vocal tract using 
Linear Prediction Coding (LPC) and Spectrum 
information[9],[10]. Furthermore, small errors 
in gender classification can be allowed; as some-
times it is even hard for a person to identify the 
gender of a speaker. This study has showed that a 
feature-based system with a trained decision tree 
can successfully classify male and female voices 
automatically. However, their studies have been 
most concentrated on age separation. In the con-
text of speech recognition, accent and gender sep-
aration can improve the performance of speech 
recognition by limiting the search space to speak-
ers from the same accent and gender. 
In the gender classification accuracy[11], [12], it 
has been noticed that perhaps the most import-
ant variability across speakers besides gender 
is a role played by the accents. Therefore, it is 
probable that any recognition system attempting 
to be robust to a wide variety of speakers and lan-
guages should make some effort to account for 

different accents that the system might encounter. 
          In this paper, one approach is to use gen-
der dependent features, such as the pitch and for-
mants. The pitch information was used in [13], 
[14]for the problem of gender separation. How-
ever, fundamental frequency and formant fre-
quencies estimation both rely considerably on the 
speech quality and accent. Although the quality 
of speech used in this study was not free from 
noise, we tried to improve the gender model by 
using K-means algorithm to get high accura-
cy[15]–[18]. 
2. Implementation 
Gender separation is the process of separating the 
speaker’s gender type directly from the acoustic 
information. This is possible using gender invari-
ant feature separation and learning from vari-
ations within gender and accent. Furthermore, 
Speech is produced as a result of convolution of 
excitations of the vocal cord with the vocal tract 
system all coupled with the nasal tract. 
It is decided to make a practical study of accent 
issues in continuous speech recognition systems, 
trying to find out the most correct results by im-
plementing autocorrelation techniques. This prac-
tical study was carried out though several stages 
that will be described as follows.
Stage 1:  Data Collection
Training Data:
5 female and 5 male speaker subjects are selected 
to record 5 properly selected sets of sentences. 
The selected recorded sentences for the training 
purpose are:  welcome, where is Mike? I believe 
you are fine! Have fun with him. Thanks to God.
Testing Data:
For the testing purpose, 5 females and 5 males 
have been selected to speak one sentence and 
each has been recorded. In fact, every speaker 
has been given a sentence different from other 
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speakers.  It has to be accounted that the group 
of testing is actually independent from that of the 
training data.
Stage 2: Feature Extraction
This stage illustrates the processes of features 
extraction that can identify the gender type on 
the basis of individual information included in 
speech waves through extracting the features, 
viz, fundamental frequency F0 from the collected 
training data; making separate models depending 
on the type of features and optimal parameters for 

each gender. The fundamental frequency shows 
high variations from one speaker to another. The 
variation becomes higher when the comparison is 
among speakers of different gender.
This process is represented in Figure 1. below. 
Technically, when the voice characteristics of ut-
terance are checked, there will be a wide range of 
probabilities that exist for parametrically repre-
senting the speech signal for the gender separa-
tion task. 

Fig1.  Extraction of Features
Stage 3: Feature Matching and Decision Mak-
ing
In this stage, we extracted the same feature type 
for testing data as done during the training stage. 
Then we applied the concept of pattern recog-
nition to classify objects of interest into one of 

the desired gender types. The objects of interest 
are called sequences of vectors that are extract-
ed from an input speech. Since the classification 
procedure in our case is applied on extracted fea-
tures, it can be also referred to as feature match-
ing as shown in Figure 2

Fig2.  Matching of Features
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The K-means approach is used because of its 
flexibility and ability to give high recognition ac-
curacy. K-means can be simply defined as a pro-
cess of mapping vectors from a large vector space 
to a finite number of regions in that space. Each 
region is called a cluster and can be represented 
by its center; called a code word. The collection 
of all code words is called a codebook. The gen-
der separation System will compare the code-
books of the tested speaker with the codebooks 
of the trained speaker. In other words, during rec-
ognition, among the models, the best model that 
maximizes the joint probability of the given ob-
servation will be selected as a recognized model.  
The best matching result will be the desired gen-

der type and this can be verified as the decision 
making logic. 
Finally, the gender type which is modeled by the 
recognized model will be given as an output of 
our system.
3. Data Analysis and Observation
In this section, the data analysis of the work is 
discussed. Figure 3. shows feature extraction (F0) 
in which the utterance welcome of both genders 
is analyzed showing that female on the right and 
male on the left. It shows that female speakers 
have higher pitch than male. Regarding the tech-
nique of feature extraction, each subfigure has its 
description as below in Figure 3.

Fig3. Feature Extraction & Experiment Results

Speech Recognition Accuracy Results:
Speech recognition accuracy has been measured 
under Sphinx System and the results are as fol-
lows (see Table 1):
When the data is mixed from both genders, the 
accuracy resulted in 58%, and we consider this 
as a low result of accuracy. But when we sepa-
rate the gender type, an increase of accuracy is 
obtained. This appears obviously through the 
results achieved by the same gender (females) 
which is 84%, while the accuracy results of 
the same gender (males) is 78%. In the step 
followed, we test the accuracy within the same 

gender and same speaker and the accuracy re-
sulted is 100%.
In addition, for the training data of males and 
testing data of females, the accuracy of speech 
recognition resulted in 45%, while training data 
of females and testing data of males resulted in 
34%. 
Moreover, the results of same accents (Indian 
Accent) appear to be somewhat different for 
both genders. Their accuracy is 70 %. And when 
they are separated the accuracy of males is 72 % 
whereas the females is 90 %.
To sum up, we conclude that the gender sep-
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aration and accent plays an important role in 
increasing the rate of accuracy of the results of 

speech recognition.

Accuracy Testing Data Training Data
% Female Male Female Male

Different accent
58 %    
84 %  
78 %  
34 %  
45 %  

Same accent
70 %    
90 %  
72 %  

Same speaker
100 %  
100 %   

Table 1: Speech Recognition Accuracy of Different Accent, Same Accent and Same Speaker

4.Conclusions
Speech is considered as the essential form of com-
munication between humans. It plays a central role 
in the interaction between human and machine, 
and between machine and machine. The automatic 
speech recognition is aimed to extract the sequence 
of spoken words from a recorded speech signal and 
so it does not include the task of speech understand-
ing, which can be seen as an even more elaborate 
problem. Because of the fact that the goal of speech 
recognition is still far away from the optimal solu-
tion for higher accuracy, the accent and the gender 
separation system has been proposed to enhance the 
performance of speech recognition through building 
separate gender accent models; by limiting search 
from whole space of acoustic models that can further 
lead to improve the accuracy of speech recognition. 
Although the speech data used in this study are 
collected from different nationalities with different 
accents (Arabs, Russians, Americans and Indians), it 
is recorded in different sampling rate and channels. 
High accuracy of gender recognition is obtained by 
using the technique which has been mentioned so 
far. However, when applying K-means algorithm as 

pattern recognition for the extraction of features, the 
results of the experiments for estimated pitch value 
through Autocorrelation and spectrum, have shown 
100 % accuracy. Consequently, we conclude that 
pitch features are more suitable and strongly advised 
to distinguish the gender type. Moreover, we have 
noticed that the accent variability among speakers 
plays a crucial role in speech recognition accuracy 
besides gender feature. Therefore, it seems that any 
recognition system attempting to be robust to a wide 
variety of speakers and languages should make some 
effort to account for different accents that the system 
might encounter.
 In future work, we are planning to expand the range 
of evaluation set. We are also planning to investigate 
the performance of the system to make it applica-
ble, usable as well as useful for the study purpose in 
speaker-separation and speaker-verification.
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