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Abstract

This study aims to review papers focusing on e-management bar-
riers, challenges, and security. Most of the results present in the
literature showed the importance of e-management but also found
out that it faces many barriers and challenges such as Security,
Trust, Privacy and Awareness. Many studies should be made in
order to overcome the barriers facing e-management to gain its

great benefits.
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Introduction

In this era, information is considered as a stra-
tegic critical resource for generating value-
added products and services. The shift of socie-
ties towards the information society has had
deep effects on numerous aspects of human life
such as economic, social and cultural aspects
[1].The impact of information technology on
human societies is not less than that of indus-
trial revolution, therefore the information tech-
nology developments and its application is re-
garded as the fourth digital revolution [2].

As information technology grows, e-business
applications are found all over the world. More
and more companies recognized the benefit of
e-business and moved from traditional business
to e-business [3]. E-management is the new
way to manage all e-business applications [2].
The author has reviewed much e-management
literature but it seems that there is not sufficient
number of research works done in this field. E-
management can play a role in e-business and
e-commerce [4]. We wuse the term “e-
management” to broadly describe the publish-
ing of information and the performing of vari-
ous transactions over the internet, extranets, or
intranets. It seems that the Internet and e-
business have changed the way firms conduct
business globally using e-management [5]. In
this review study, e-management will be dis-
cussed as the new management method in the
organizations implementing e-business to its

functions.

Study Methodology

The methodology which was used in this study
was based on reviewing papers written about
the barriers, challenges, success factors, and
security impact on e-management implementa-

tion.

Conception of e-management

E-business or electronic Business, is the ad-
ministration of conducting business via
the internet. This would include the buying and
selling of goods and services, along with
providing technical or customer support
through the internet [4]. E-business is also a
term often wused in conjunction with e-
commerce, but includes services in addition to
the sale of goods. Furthermore, E-business is
the application of information and communica-
tion technologies (ICT) in support of all the
activities of business [6]. Commerce consti-
tutes the exchange of products and services be-
tween businesses, groups and individuals and
can be seen as one of the essential activities of
any business. In the other hand, e-management
means the electronic management of all busi-
ness issues [7]. E-management will be critical
for ensuring that e-business applications are
available for customers [8]. The implementa-
tion of e-management is related to all the em-
ployees of the company. That is why we have
to consider the human factor as the most im-

portant factor impacting e-management [6]. E-
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management has many benefits such as the
elimination of distances through providing
linkage among separate computers in the
world-wide web, and the computerization of
systems and telecommunication which result in
new capacities to transfer sounds and images
[7].

E-management ensures the best utilization of
resources, increases efficiency, and provides
support to high management in planning, and
managing human and financial resources [9].
E-management can play a role in e-business &
e-commerce management, and gain some bene-
fits such as [4]:- reducing costs, improving
product or service quality, reaching new cus-
tomers or suppliers, creating new ways of sell-

ing or providing existing products and services.

Barriers of e-management

Seresht et al. has studied the barriers and chal-
lenges in Iran [7]. They indicated that the e-
management is an umbrella name for several e-
business modules. Their methodology was
based on interviews and questionnaire. The re-
search population was the public organization
and the sample was 200 experts, scholars and
managers in 45 public organizations. The re-
search hypotheses were:

e Managerial factors hinder the utilization

of e-management in Iran

e Humanistic factors hinder the utiliza-
tion of e-management in Iran

e Socio-cultural factors hinder the utiliza-
tion of e-management in Iran

e Organizational-structural factors hinder
the utilization of e-management in Iran
e Technical-technological factors hinder
the utilization of e-management in Iran.
e Environmental factors hinder the appli-
cation of e-management in Iran.
They have addressed the following barriers
which have impact on e-management imple-

mentation in Iran:-

Managerial Factors including:

Lack of technological awareness among man-
agers, lack of computer-relevant knowledge
and experiences of managers, lack of aware-
ness among mangers about the advantages of
IT, lack of motivation and support for manag-
ers, insufficient commitment of top managers
in IT implementation and short life-cycle of

management.

Humanistic Factors including:

Lack of IT specialists in organizations, em-
ployees™ lack of interest and motivation to ap-
ply new techniques, lack of relevant training
for employees and employees™ resistance to

change.

Cultural-Social Factors including:

The non-developed culture for proper applica-
tion of IT, unfamiliarity of users with IT and
unfamiliarity of citizens and authorities with IT

performance.
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Organizational-Structural Factors including

Weakness of communication channels in or-
ganizations, lack of financial resources to equip
software and hardware and insufficient finan-

cial capability of units to apply IT.

Technical-Technological Factors including

Lack of sufficient software facilities, incon-
gruity between systems and users, lack of suf-
ficient band-width for internet, existence of
network and telecommunication problems and

difficulties in IT application.

Environmental Factors including

Absence of an integrated network in country,
lack of necessary rules and regulations in the
country, lack of clarity in policy-making in IT
and lack of coordination and cooperation be-
tween different units and divisions in industries

and organizations.

Challenges of e- management

Chaffey et al. [4] addressed some of e-
management challenges which work on e-
management such as:

» Expanded competition.

* Increasing Customer power.

* Network security.

* Reliability of website technologies and

network uptime and speed.
+ Back office integration.
» Expense of infrastructure and uncertain-

ties over return on investment (ROI).

» Lack of in-house expertise (outsourcing
is common, but managers may lack ex-
pertise to make good decisions).

» Rapid change makes it hard to know
when to “leap in” and invest.

 Difficulty in establishing customer trust
in a virtual world.

» Cross border transactions/sales territory
agreements.

Li et al. [10] concluded that small and medium
sized businesses use the internet and networked
application to reach new customers and serve
their existing ones more effectively. It depicted
that the security is the biggest challenge facing
small and medium sized businesses. According
to Bichler [11] the top 5 security issues are
worms and viruses, information theft, business
availability, the unknown and security of legis-
lation

Jingting et al. [3] studied the factors affecting
e-business success with impact on e-
management as well. How other companies can
learn from the successful ones?

They made an exploratory study on the factors
influencing e-business success. Firstly, 52 fac-
tors are suggested. Secondly, two rounds of
survey with Delphi method are conducted.
Qualitative and quantitative analysis were used
to identify 57 factors.

These factors were into categories: - Leaders,
management, organization, technology, cus-
tomer and Supplier.

They discussed that leaders should participate

in the project and establish a clear target, be-
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cause only with their support can the project be
successful [3]. Leadership also indicates estab-
lishing an e-business strategy.

Also they discussed the role of management in
the organization. Management plays a key role
in implementing e-business. Only an effective
management can represent the advantage of e-
business system. The third factor is the Organ-
ization and its capabilities. It is interrelated
with leadership, management and technology.
Implementing e-business will bring many
changes to a company because the existing or-
ganizational structure and processes found in
most companies are not compatible with the
system [12].The current organizational struc-
ture must provide an environment that is well
suited for e-business. Company should reengi-
neer business processes to link to life events at
the front end and link to existing legacy pro-
cesses and system at the back end. The fourth
factor is technology. E-business combines
business and technology. Without good IT in-
frastructure, companies cannot fit the evolution
of e-business.

Last factor was Customer and Supplier. They
have to ensure that e-business is related to sup-
pliers, customers and other companies that in-
volved in the business process. Having a good
relationship with the partners is important for
success.

Al-Malik [9] studied the impact of e-
management in Saudi Banks, he came with the
result that e-management assists in providing

all required information on banks, bank ser-

vices, and high management support in infor-

mation technology.

E-Management Security

One of the most important factors in technolo-
gy is security and privacy. Many potential cus-
tomers still cite concerns about security as the
most important issue stopping them from en-
gaging in more electronic business [13]. Secu-
rity is not optional; companies must consider it
as they move to deploy e-business [6]. The
widespread adoption of e-business and e-
management has brought with it serious new
organizational security concerns [13].To e-
business security plans are unique and must be
developed through a series of steps [8]. E-
management depends on providing customers,
partners, and employees with access to infor-
mation, in a way that is controlled and secure.
Managing e-business security is a multifaceted
challenge and requires the coordination of
business policy and practice with appropriate
technology [6].

Lichtenstein [14] has identified e-business se-
curity management practices which will reduce
such policies and procedures more effectively.
In particular, his study focused on the im-
portance of the human issues in determining
such policies and procedures, and the use of a
universal e-business security policy to manage
the risks and other issues.

In all companies studied (four Australian and
one American), he discovered evidence of In-

ternet risks of various types[14].These risks
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were affecting the companies to different de-
grees, indicating the existence of a serious e-
business security problem in Australian com-
panies [14]. A major finding in Lichtenstein
study was the importance of human issues (for
employees) in e-business security. The two
main human issues were: freedom of Internet
use, with employers needing to limit Internet
usage to manage the non-business usage risk;
and privacy, with employees believing in the
right to privacy of Internet use, hence opposing
the monitoring of web accesses and email.

They found [14] other human issues to be of

concern, in particular:

e Censorship: filtering of sites from employee
access via firewalls and other mechanisms,
was not popular with employees at the com-
panies studied;

e The right to be kept informed: employees
were suffering from a lack of awareness of
security risks, needs and policy;

e Accountability: employees were not being
held accountable enough for their Internet
actions, due to a lack of policy, policy im-
plementation technology, and monitoring re-
sources.

e Trust: employees were concerned about the
lack of trust shown in them by their employ-
ers through various policy decisions.

Security is the counter to the necessity of open-

ing the enterprise to the great wide world of the

Internet which is associated, anyway, with e-

business and e-management [14].

Narendra et al. [8]: came up with the 10 Stages
Security Management:
1. Identify security plan.
Evaluate risk.
Evaluate expenses.

Find attacker.

2

3

4

5. Decide security vulnerabilities.
6. Evaluate technologies.

7. Consider attacks detection.

8. Decide action on attacks.

9. Educate employees.

10. Appraise insurance.

Discussion

From these papers which have their main ideas
and results summarized, the most important
barriers of e-management can be listed as:

The managers play a vital role in the organiza-
tion. In the same time, they are considered as
one of the barriers of implementing e-
management. Lack of technological awareness
among them as well as lack of computer
knowledge and experience, and little or no
awareness of the advantages of IT make them
less motivated to support e-management.

As have been mentioned before the human is
the most important factor of success when ap-
plying e-management. On the other hand there
are many barriers related to humanistic factors.
Such as lack of IT specialist among them, lack
of interest in IT and lack of relevant training.
These factors create resistance to change in the

organization.
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Many countries, especially developing coun-
tries have many socio-cultural factors that are
considered as barriers to the e-management's
implementation; Such as the unfamiliarity of
citizens with IT, while they have to be part of
the new environment and share in dealing with
e-business. Also the weakness of the network
this is the most important technical issue for

applying e-management.

E-business opens new areas of investment and
spreads products and services all over the
world. This creates the most important chal-
lenges, such as, expanded competition, increas-
ing of customer power, rapid change which
makes it hard to know when to “leap in” and
invest, difficulty in establishing customer trust
in a virtual world and cross border transac-

tions/sales and territory agreements.

E-management security is the most serious
challenge facing the organization. From many
papers studied on the e-management security
issue, there are many risks impacting the safety
of the organizational environment in the daily
work. These risks were affecting the companies
in differing degrees, indicating the existence of

a serious e-business security problem [15].

Conclusion

E-management success faces a lot of barriers
and it has many challenges which need to be
considered in order to succeed. The human fac-
tor plays a big role in e-management success

and security. Although there are many benefits

from applying e-management in an organiza-
tion, there is still a lot of work that has to be
done in order to establish a safe environment
and protect the work going through the inter-
net. Many studies should be done to understand
the problems facing e-management in globally
and in particular countries.

Furthermore, socio-cultural factors are among
the most preventive obstacles in the application
of e-management whereas technical and hu-
manistic factors are amongst the least im-
portant ones [8]. It is obvious that cultural and
organizational factors should be emphasized in
order to resolve the obstacles. Development of
cultural awareness to apply IT, enhancement of

N

people’s and authorities = awareness of the
structure, performance and advantages of IT
adoption and application, development of suf-
ficient network and communication infrastruc-
tures, development of the application of e-
services such as E-banking and e-insurance,
motivating and training employees and manag-
ers for effective application of e-management
are among the most important factors that
should be noticed in order to improve the cur-

rent situation of e-management.
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Introduction

Package MPI/MPICH has been used widely in
the parallel computing .There are more than
one package used to make the parallel
computing such as Openmpi , cluster matic ,
MPI/MPICH,..etc. The best of packages in the
MPI/MPICH, as it is easy to deal with
programming language like C language in

terms of connection [3].

Independence of Distributed Memory
Processors

In computing systems with distributed
memory, processors operate independently of
each other. Parallel computations in such
circumstances, must be able to distribute the
computational load and organize interaction
(data transmission) between processors [1].
Providing a data interface (message passing
interface - MPI).

Under MPI which adopted a simpler approach,
to solve this problem it is important to develop
a program which should be the only program
running at the same time on all available
processors. To avoid identity calculations on
different processors, we can, firstly, substitute
different data for the program on different
processors, and secondly, use available means
in the MPI to identify the processor that runs
the program, (thereby giving the opportunity to
organize the differences in the calculations

depending on the program of the processor).

47

Such a method of organization of parallel
computing has the model name (single program
multiple  processes, SPMP). For the
organization of information exchange between
processors in the most minimal variant enough
operations transmit and receive data (in this
case, of course, there must be a technical
possibility of communication between the
processors - channels or communication lines).
In MPI there are a whole set of data transfer

operations.

Explaining Mpi and Mpich and
Differentiated With Them

MPI is message passing interface and is used as
directive while writing parallel programs in
programming language. MPICH is a library
including functions of parallel computing and
is uploaded on computer. While writing
parallel program, we must operate the library
MPICH and we input the directive MPI in code
program. Application parallel programs in local
network, parallel program are applied on
number of computer where each computer

consists of more than one processor.

Ways of Data Transfer By Mpi In Parallel
Computing In Cluster Network

They provide different ways of data
transfer. That these features are the strong
points of MPI (t in particular, testifies to the
very name of MPI).

MPI would greatly alleviate the problem of
portability of parallel programs among

different computer systems - a parallel
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program, developed in C or FORTRAN
algorithm languages, using MPI library, as a
rule, will run on different computing platforms.
MPI improves the efficiency of parallel
computing, as it is now virtually every type of
computer systems, there are libraries
implementing MPI, to the maximum extent that
they take into account the possibility of
computer equipment.

MPI reduces, in some respects, the complexity
of parallel program development, since, on the
one hand, most of the considered methods of
data transmission provide standard MPI, and
on the other hand, already have a large number
of libraries of parallel methods which were
created by using MPI[3].

To explain what is meant by MPI? First, MPI -
is a standard that must satisfy a means of
organizing the transfer of messages. Secondly,
MPI —is a software tool that enables
transmission of messages that meet all the
requirements of the standard MPI. Thus,
according to the standard, these tools should be
organized in a library of software functions
(libraries MPI) and should be accessible to the
most widely used algorithmic languages C and
FORTRAN. Such «duality» MPI should be
considered when using terminology. Typically,
the acronym MPI is used when referring to the
standard and a combination of «library MPI»
indicates a particular software implementation
of the standard. The notation used for MPI

libraries MPI, and for the correct interpretation

48

of the term should take into account the
context.

Consider the number of concepts and
definitions that are fundamental to the standard
MPL

Under a parallel program MPI there are set of
concurrent processes. Processes can run on
different processors, but a single processor can
be located and some processes (in this case
response can be implemented in time-sharing
mode). In the limiting case for the execution of
a parallel program can be used by one
processor - as a rule, this method is used for
initial validation of parallel programs.

Each process of a parallel program is generated
based on a copy of the same software package
(SPMP model). This code, presented in the
form of an executable program, must be
available at the time of running the parallel
program on every processor. The source code
for the executable program is developed on C
or FORTRAN algorithms with some
implementation of MPI library.

The number of processes and that of processors
are determined at time of running a program by
means of a parallel program executing MPI-
programs. In the course of calculations these
numbers cannot be changed without the use of
special, but rarely personnel involved means
that the dynamic generation of processes and
management has appeared in the MPI standard

version 2.0. All processes of the program are

sequentially numbered from 0 to p-1, where p
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is the total number of processes. The process
number is called the rank of the process.

The implementation of MPICH allocates a
specified number of processes among the
available computing nodes without considering
the constraints of available resources to
them. Additionally, MPICH does not include
information structure assignments and the
heterogeneity of its component tasks, which
leads to potential loss of productivity.
Therefore, in computer clusters, MPICH uses
such software, such as scheduler and resource
managers. But here we must bear in mind that
these applications are usually used for a wide
range of tasks, and they cannot take into
account the specific features of various
problems arising from the solutions of the
compound assignment.

We conclude that this package has a problem
while comparing it with other packages such as
absence of execution order control, resource
allocation between processors, and status

information task in the queue.

Conclusions

This package provide us with parallel
computing in cluster network to increase the
performance speed so we can do without a lot
of processors, but this package has
disadvantages such as absence of execution
order control , resource allocation between

49

processors , status information task in the
queue.
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Cross-Site Scripting is one of the main attacks of many Web-based services.
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participants. Detecting these malicious script codes is necessary for client
side; the detection can be done by using detection tools used at client side.
This paper describes the overall problem and elaborates on the possibilities
to solve the problem with actions at client side to reduce the danger of
Cross-Site Scripting attacks. In this work a new secure tool is developed
using python language, which called PalXSS, two factors are used to
evaluate it: performance and accuracy. The results show the accuracy of
PalXSS tool is 90.24% which satisfies the users need compared with other

tools.
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Introduction

Social networks, such as Facebook and
MySpace, blogs and micro-blogs, such as
Twitter, and other content providing services
that are built on users’ collaboration, such as
YouTube and Flickr, are considered the killer
applications of the last few years [1]. Also,
everything has two sides. On the opposite side,
these dynamic websites also provide a good
platform for hackers to inject malicious code,
as well. If the code is executed behind the web
browser, it changes the web page according to
the code automatically. Therefore, a lot of
famous websites were injected with malicious
code by hackers and a lot of visitors were
attacked. Moreover, owing to the extensive
spread of Web 2.0 and each user’s blog can be
shared with his/her friends as well. So, if one
blog has been injected with malicious code, all
the visitors of the blogger’s friends will be
infected and constantly infect their friends.
Therefore, the speed of spreading is even
quicker than previously. Eventually, the
website provider will lose a lot of money and

its reputation will be damaged, as well [2].

51

Cross-site scripting (XSS) attack method was
first discussed in Computer Emergency
Response Team (CERT) advisory back in 2000
[3]. But, even today cross-site scripting is one
of the most common vulnerabilities in web
applications; it has a widespread vulnerability
in Web applications and was ranked first in
OWASP Top Ten report 2007 and second in
OWASP Top Ten report 2010 [4]. It happens
as a result of data received from a malicious
person and then sent to third parties. Systems
that receive data from users and display it on
other users' browsers are very vulnerable to an
XSS attack. Wikis, forums, chats, web mail -
are all good examples of applications most
susceptible to XSS. This type of vulnerability
allow hackers to inject the code into the output
application of web page which will be sent to a
visitor’s web browser and then, the code which
was injected will execute automatically or steal
the sensitive information from the visits input.
This code injection, which is similar to SQL

Injection in  Web Application Security,

s Adtacker's Trusted
el Saerwer Saernvaernr
1 - Uhsar wisits thae
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Syt ey e e STt —
2 User clicks on a malicious ink amnd am HT |l
reqgqu=st containing JavaScoripl] codes is sent o
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T T SNSRIy ey TE R~ N
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fthe nameae of the resource (i e the JavaScript code)
e T SV N Y W I PN SE S Sy Sl TSR Y VO S R Y
< The JavaScript cods is exegecuted and the users
cookise associated with the tristed sernver is sent
o the attacker's ssrver
—_———————— — — — —
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can be used in three different ways namely
“Persistent XSS, “Non-Persistent XSS and
“Dom- based XSS” Fig. l.
Vulnerabilities in Web applications can be
discovered in various ways. In the black-box
approach the Web Vulnerability Scanner has
no knowledge about internal operation and
operates only on the interfaces that can be
accessed from the outside. The internals of the
application are kept secret, source code cannot
be accessed and most of the time, the Web
Vulnerability Scanner doesn't even know
which type of Web server the application runs
on. All information about the Web application
must be gathered with the help of tools such as
Web Vulnerability Scanners or manually by
inspecting the HTTP responses and by trying
different input values to understand the
behavior of the Web application [6]. In white-
box testing [6], the opposite is true. The Web
Vulnerability Scanner has access to the internal
workings of the Web application and every
request can be traced. All necessary
information is then available and can even
access the source code to find vulnerabilities.
The internal mechanisms of the Web
application can be traced in detail using

debugging tools.

In the scope of this work, only black-box
techniques are investigated as black-box testing
is typically the case for most Web
Vulnerability Scanners testers and also for

attackers with malicious intent. To find the
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vulnerability, python language was used which
is simple language, an easy to learn, powerful
programming language and free and open
source language. It has efficient high-level data
structures and a simple but effective approach
to object-oriented programming. Python's
elegant syntax and dynamic typing, together
with its interpreted nature, make it an ideal
language for scripting and rapid application
development in many areas on most platforms

[7].
Related Works

There are largely two distinct
countermeasures for XSS prevention at server
side: Input filtering and output sanitation. Input
filtering describes the process of validating all
incoming data. The protection approach
implemented by these filters relies on removing
predefined keywords, such as <script,
JavaScript, or document. Output sanitation is
employed, certain characters, such as <, ", or ’,
are HTML encoded before user-supplied data
is inserted into the outgoing HTML. As long as
all untrusted data is “disarmed” this way, XSS
can be prevented. Both of the above protections
are known to frequently fail [8], either through
erroneous implementation, or because they are

not applied to the complete set of user-supplied

data. Client side solution acts as a web proxy

to mitigate Cross Site Scripting attack which




SJ.LT.N Vol .2 (2014)

manually generates rules to mitigate Cross Site
Scripting attempts. Client side solution
effectively protect against information leakage
from the user’s environment. However, none of
the solutions satisfy the need of the client side.

There are several client-side solutions.

Hallaraker et al. [9] proposed a strictly client-
side mechanism for detecting malicious
JavaScript's. The system uses an auditing
system in the Mozilla Firefox web browser that
can perform both anomaly or misuse detection.
This system monitors the execution of
JavaScript and compares it to high level
policies to detect malicious behavior. This
solution is insufficient because if new
vulnerabilities should be detected, new rules
have to be implemented and the browser has to
be rebuilt. Also it is possible to detect various
kinds of malicious scripts, not only XSS
attacks. However, for each type of attack a
signature must be crafted, meaning that the
system is defeated by original attacks not
anticipated by the signature authors. Some
authors [10-14] have proposed the use of static
analysis techniques to discover input validation
flaws in a web application; however, this
approach requires access to the source code of
the application [10, 11]. Moreover, those static
analysis schemas are usually complemented by
the use of dynamic analysis techniques. Huang
et al [12], Balzarotti et al [14] used this
techniques to confirm potential vulnerabilities

detected during the static analysis by watching
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the behavior of the application at runtime.
Several existing systems have been adapted to
detect XSS. Application level firewalls [5],
reversal proxies [15] and IDS (Intrusion
detection systems) [16, 17], have been adapted
to try to mitigate the XSS problem. Firewalls
focus on tracking sensitive information and
controlling whenever data is to be sent to
untrusted domains. Reverse proxies receive all
responses from the web application and check
whether there are any unauthorized scripts on
them. IDS approaches deal with the
identification of traffic patterns that allow the

detection of known XSS attacks.

Kirda et al [5] presented Noxes as a client-side
Web-proxy that relays all Web traffic and
serves as an application-level firewall. The
main contribution of Noxes is that it is the first
client-side  solution that provides XSS
protection without relying on the web
application providers. Noxes supports an XSS
mitigation mode that significantly reduces the
number of connection alert prompts while at
the same time providing protection against
XSS attacks where the attackers may target
sensitive information such as cookies and
session IDs. The approach works without
attack-specific signatures. The main problem of
Noxes as that it requires user-specific
configuration (firewall rules), as well as user

interaction when a suspicious event occurs.

Another client-side approach was presented by

Vogt et al [13], which aims to identify
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information leakage using tainting of input data
in the browser. The solution presented in this
paper stops XSS attacks on the client side by
tracking the flow of sensitive information
inside the web browser. If sensitive
information is about to be transferred to a third
party, the user can decide if this should be
permitted or not. As a result, the user has an
additional protection layer when surfing the
web, without solely depending on the security

of the web application.

Gal’an et al [18] completed the scope of
vulnerability scanners by allowing them to
check  the stored—XSS

vulnerabilities in web applications. The system

presence  of
proposed was based on multi-agent
architecture allowing for each one of those
tasks to be carried out by a different type of
agent. This design decision has been taken to
allow each of the stages of the scanning
process to be performed concurrently with the
other stages. It also allows for the different
subtasks of the scanning process to take place
in a distributed and/or parallel way. The agent
that explores the web site in order to find the
injection points where stored—XSS attacks
could be launched. This parsing process is
similar to that of web crawlers and spiders.
XSS-Me the One of the best open source tools
was the Exploit-Me series presented by
securitycompass.com [19]. Security Compass

created these tools to help developers easily
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identify cross site scripting (XSS) and SQL

injection vulnerabilities.

XSS-Me is a Firefox add-on that loads in the
sidebar. It identifies all the input fields on a
page and iterates through a user provided list of
XSS strings: opening new tabs and checking
the results. When this process completes you
get a report of what attacks got through, what
didn’t, and what might have. The tool does not
attempt to compromise the security of the
given system. It looks for possible entry points
for an attack against the system. There is no
port scanning, packet sniffing, password
hacking or firewall attacks done by the tool.
You can think of the work done by the tool as
the same as the manual testers for the site
manually entering all of these strings into the
form fields. This tool is good for detecting XSS
attacks but it needs user interaction to do
testing ( like manual testing), moreover its
cannot follow all links in the website, as a
result, it scans the link provided by the user

click.

All client-side solutions share one drawback:
the necessity to install updates or additional
components needed on each user’s workstation.
While this might be a realistic precondition for
skilled, security-aware computer users, it is
perceived as an obstacle or is not even
considered by the vast majority of users. Thus,

the level of protection such a system can offer

is severely limited in practice.
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Methodology

Current fully automated Web Vulnerability
Scanners (WVS) has three major components:
A crawling component, an attack component

and an analysis component [20]:
1. Crawling Component:

The crawling component collects all pages of a
Web application. It uses an input URL as seed
starts following links on each page and store
the result in list. The crawling module is
arguably the most important part of a Web
application Vulnerability Scanner; if the
scanner's attack engine is poor, it might miss
vulnerability, but if it's crawling engine is poor,

then it will surely miss the vulnerability [21].
2. Attack Component:

The attack component scans website, extracts
all internal links then scans all crawled pages
forms field which are used in URL parameters
then injects various attack patterns into these
parameters; Parameters can be part of the URL
query string or part of the request body in
HTTP POST requests. Both are equally
exploitable. In this work, most examples have
forms with input fields to illustrate vulnerable

parameters [20].
3. Analysis Component:

The analysis component parses and interprets
the server's responses. It uses attack-specific

criteria and keywords to determine if an attack
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was successful. An attack vector is a piece of
HTML or JavaScript code that is added into a
parameter in-order to be reflected to users by
being embedded into a HTTP response. The
goal of an attack vector is to make user
browser execute malicious code. The malicious
code can be either fetched from trusted website
or be part of the attack vector itself, although
the former allows more complex exploits. two

examples for typical attack vectors are:

1. <script

src="http://attacker.com/exploit.js"></script>

loads and executes a remote script from

website.
2. <body onload="document.write( '<img

src=http://attacker.com/?'+document.cookie+'/

>')H>

performs cookie stealing as part of the attack

vector.

Our proposed model architecture is shown in
fig. 2. In step 1, all pages are crawled and
stored into the list (step 2). For simplicity and
easy installation, data is stored in a text file
rather than in a database. Stores are only small
amounts of data (a few kilobytes) that don't
cost much performance. In step 3, the attack
module takes pages from the list with
modifiable parameters, injects attack vectors
and passes the responses to the analyzer, which

analyzes them for injected patterns in step 4. In

this step, the attack component injects a
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common attack vector such as <script>alert
(“XSS”) </script> and the analysis component
uses a regular expression to search for the very
same injection string. If the attack pattern is
found unmodified (no characters were added or
replaced), the attacked parameter is vulnerable

to XSS.

PalXSS tool are used to detect XSS attack by
performing an attack and checking the resulting
page if the malicious code is injected without

modification. The steps are:

1. A selection of attack vectors is obtained
from an attack vector repository; XSS attack
vectors are commonly stored in repositories
and include the description of the attack as well

as the script code to be injected.

2. Selected attack vectors are launched against
inputs of the web application. Those attack

vectors are generally injected in an

HTTP request as parameters or as fields in a

web form.

3. PalXSS tool receives the responses to the

requests containing the injected code.

4. The PalXSS tool checks for the presence of
injected script in the received responses. If
affirmative, XSS attack is considered
successful and a vulnerability of the scanned

web application has been discovered.
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Implementation

PalXSS is a secure tool which is written in
python language. The tool consists of four

main classes; these classes are:
1. Web Page Parser class:

When the client launches this class, python
script will prompt him to enter a URL. The
script will connect to the URL entered and hunt
for any <a href> elements, as it systematically
retrieves information from the pages it visits
and it propagates through the site following the
hyper-links it finds. Nevertheless, it differs
from the typical web crawler in two aspects:
(1) It just follows the hyper-links with
destination to the scanned site discarding all
external links and, (2) the information

recovered are web forms

2. Spider Class:

In this class, the script will connect to the URL
entered in the previous step and hunt for any
<form> elements. It will output the attributes
associated with the elements allowing client to
see what method is being used and what action
is being performed. Once all the <form>
elements are collected, it will then move on to

<input> tags. All entries found will then be

displayed as "possible" targets.
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Fig 2: Proposed model architecture

3. Script Injector Class:

This class extracts the collection of web forms
elaborated by the web page parser class and
register in the injection repository. The class
will inject a collection of XSS attack vectors
from a well-known repository into different

input fields of each of the injection points

4. The Store Class:

This class shows the report which contains: the
links extracted from the base URL, and the
input form field hacked. This report helps the
client to know the XSS wvulnerable in the

website.
Dataset

We performed a series of experiments with our
prototype implementation to demonstrate its
ability to detect previously known cross-site
scripting vulnerabilities, as well as new ones.
To this end, PalXSS was run on seven popular
XSS Payloads. The dataset of attacks used for
evaluation our tool were extracted from a

repository of XSS attack vectors found in

http://ha.ckers.org/xss.html. Those vectors use
different ways of inserting arbitrary script code
trying to be unnoticed by the web application
and, in our case, to be incorporated as
legitimate content in the web application. As
the attack vectors in the repository are large,
the experiment tests every type to define the
code accepted. The XSS payloads show the
code accepted by testing our tool in real
websites. The number of injection attacks can
affect the performance of detection. To
enhance the performance, we took seven
attacks as default in our tool that was accepted

in most of the tests.
Evaluation

This section presents the evaluation of PalXSS
tool. The task was to detect all XSS
vulnerabilities in online website. Different
categories of tests were conducted to ensure
that our solution works. The two major aspects
of the evaluation application are (i) to compare
our work architecture with the traditional
architecture of scanners and (ii) the comparison
of the execution time and accuracy by three

tools.

-
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An implementation of the proposed system was
developed with the purpose of testing and
evaluating the scanner against different
websites; three scanners were used for the
evaluation. These scanners work at the same
condition with the same parameters; also these
tools share the same methodology. The tools

arc:

Acunetix 7, XSSploit: and PalXSS. Fig. 3
shows the execution time of our tool compared
to other tools e.g., the first website of testing is

http: xss.progphp.com; the execution time of

our tool is 84/sec, it has a better performance
compared to XSSploit tool, while it has law

performance when compared to Acunetix tool.

The execution time of our tool is the
minimum in all cases than other tools, while in
some cases such as in website 8 as shown in
fig. 3 the execution time is the maximum, this
result occurs because the number of field
detected in this site is ten which takes more
time to check the result than other tools which

can’t detect them, this gives the best accuracy.

The result in the table 1 shows the accuracy of
PalXSS tool as the best compared to other
tools; the average detection rate of PalXSS tool
even 90.24%, while the average detection rate
of XSSploit was 24.39% and the average

detection rate of Acunetix tool was 57.32%.
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The accuracy of PalXSS tool can be satisfying

the users to use this tool among others.




SJ.LT.N Vol .2 (2014)

59

Time/s

700
600 - i
500 A
400
m XSSDetection
20 m XSSPloit
200 - Acunetix 7
100 - ———
a - j I_-l-l_-
== — —a - -_— (W) s [ (S =] = [} — —J
= = =
Websites

Average

Fig.3. Comparison of three tools in this works

~gE | €Y £i4
# Websites V}lln' Vulnerable field Detected
Filed

1 | http://xss.progphp.com 2 2 2 2

2 | http://testasp.vulnweb.com 1 1 1 1

3 | http://demo.testfire.net 2 1 2 2

http://www.kaspersky.com.pt/base/guest/mimemessage/te

4 | st_multibyte_message.php 6 6 0 0

5 | http://testphp.vulnweb.com 2 0 2 2

6 | http://demo.arcticissuetracker.com 2 1 0 2

7 | http://zero.webappsecurity.com 5 1 5 5

8 | http://www.binaryanalysis.org/en/home 10 10 1 6

9 | http://www.socialweb.net/Accounts/general.lasso?new=1 25 25 0 10

10 | http://www.qou.edu/contactUs.do?key=2 6 6 5 2

11 | http://www.maktoobblog.com/search 1 1 1 1

12 | http://www.gametiger.net 5 5 1 5

13 | http://www.asianave.com/user/register.html 15 15 0 9

Total 82 74 20 47
Average 24.39
90.24% % 57.31%

Table 1: the detection rate of three tools

A.___——-*/

——
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Recommendations

We recommend that the regular security tests
need to be part of an effective software
development process; furthermore, detected
tool must play an important role in providing a
testing framework. The developers must train
well enough about the security holes in the
website. Security awareness and education is
incorporated throughout several stages such as
creating documentation, threat modeling etc.
Nevertheless, it is important to understand that
the goal of vulnerability scanning is to reveal
security flaws so that developers can trace
these issues and implement security
mechanisms. In addition, we propose that as
our culture becomes more dependent on
information, social engineering will remain the
greatest threat to any security system.
Prevention includes educating people about the
value of information, training them to protect

it, and increasing people's awareness of how

social engineers operate.
Conclusion

This paper analyzed the problems that current
Web Vulnerability Scanners are facing when
trying to detect XSS vulnerabilities, as reported
in recent research it was found that the
vulnerability scanners are a promising
mechanism to fight the XSS vulnerabilities in
web applications. One reason for the
widespread of XSS vulnerabilities is that many

developers aren't trained well enough. Current
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proposals allow to automatically identifying
that kind of security holes, although they also
present an important limitation: the accuracy of
detecting can’t satisfy the users need and the
performance is low. In this work, a secure tool
was developed which called PalXSS; this tool
works in forum, takes input form field as a
target to detect XSS attacks by injecting

malicious JavaScript code.

Two factors were used to evaluate the new
tool: the performance and accuracy. The
average detection rate of PalXSS tool is
90.24% while the Acunetix is 57.31% and
XSSploit is 24.39% in order. The results show
the accuracy of PalXSS tool satisfying the
users need than other tools. In addition, the
execution time of the PalXSS tool had 137/sec,
while the Acunetix and XSSploit had
147/sec,187/sec in order; this result shows that
the performance of our tool have high
performance and accuracy among other tools
used in this work. The detection rate of PalXSS
tool can satisfy the client’s need, which gives

the motivation to enhance the tool in the future

work.
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Introduction

In the so called digital age, experts predicted
the end of brand management all together;
these predictions are far from being accurate.
Not only brand management still exists, but so
many digital brands have risen. Some
companies even created great brand equity
such as yahoo, Facebook and Google that put
them ahead of a number of the most established
traditional off-line brands.

Despite the claims that Internet can erode
brand power due to many emergent business
models like name your price, and price
comparison sites, or simply the accessibility of
vendors online, brand equity continues to
impact users behavior, purchasing decisions,
and adoption intentions [42].

In the past, IT was considered an
organizational asset; like money, time and
labor. Today, things are changing. The
financial crisis left companies with less money
that they went to utilize an IT infrastructure
through outsourcing. Businesses no longer
need to acquire, and maintain an IT
infrastructure. Businesses can benefit from the
concept of cloud computing [39].

Despite its great potential, cloud computing
faces significant issues; the mere idea of
entrusting your data to another company
sounds dangerous to many people [32].
Ignoring the high risks embedded within this
path seem unrealistic [14]. Security challenges,

and the ability to sustain an acceptable level of
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data integrity and privacy as data storage is
outsourced, are few of many challenges that
face this emerging technology [29].

With the continuous growth in cloud
computing, which will become a 19.5B
business by the year 2016 [10], many brand
names in the technology sector are competing
for a higher market share [36]. Such issue
makes it extremely necessary to study the
aspects that make a user choose one vendor
over the other, and how much of their choice
depended on the venders brand equity.
Information based industries, such as cloud
computing technology, are the most affected by
the digital revolution. The Internet is not just
another channel, it’s the only channel. Such
industry is dependent on the first impression
they make on a user, and the way they greet a
returning customer are all critical factors for
the survival in the information industry. The
online branding game is on and they have to
win [43]. This paper will explore the literature
related to cloud computing and the influence of
brand equity on the intention to use cloud
computing. The factors influencing brand
equity will be explored. An empirical test will
be conducted to estimate the research model.

Finally, conclusions and future work will be

depicted.
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Literature Review

Introduction to Cloud Computing

Cloud computing is commonly used by various
users as they can easily connect using web
service or web browsers. CC is characterized
by its dynamic infrastructures, global access,
massive scalability, fine grain pricing, standard
platforms, and management services. Cloud
computing is defined as “an information
technology-based business model, provided as
a service over the Internet, where both
hardware and software computing services are
delivered on-demand to customers in a self-
service fashion, independent of device and
location within high levels of quality, in a
dynamically scalable, rapidly provisioned,
shared and virtualized way and with minimal
service provider interaction” [25].

Other researchers defined cloud computing as a
convenient model that allows for ubiquitous,
on-demand network access to a sharable pool
of computing resources (e.g., networks,
servers, storage, applications, and services) that
can be easily used with minimal management
effort or vendors interaction [28]. It’s a term
used to refer to accessing resources (software
applications, storage, and processing power)
over the Internet, it has helped businesses to
improve capabilities and add capacity without
the need to install new software, train
employees to use it, and worry about its
maintenance [23].

There are four service models for cloud

computing [50] [21] [26] [22]:
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1. Software as a Service (SaaS): which
offers an application as a service on
Interne; making collaborate access of
software and data easier than ever,
where organizations or individuals pay
per use.

2. Platform as a Service (PaaS): Used by
developers  for  developing new
applications. Allow them to launching
new application for minimal expenses.

3. Infrastructure as a Service (laaS):
Providers Provide the features on
demand utility, organizations pay
fraction of the cost on the contrary to
acquiring the infrastructure, small
portions of cloud are provided for free
(Sharon, 2012).

4. Desktop as a service (DaaS): Virtual
Desktop Infrastructure where a third
party can host desktop services, data
storage, security and backup managed

by service provider.

Another typology of cloud computing is
distilled from the literature where four
deployment models were proposed. The
models depended on the status of organization
and the cloud use [28][37] [46]:
e Private cloud: The cloud infrastructure
is only dedicated to a single
organization use or its business units,

where the cloud is not open for public

use. This type of cloud may be owned




SJ.LT.N Vol .2 (2014)

by the organization itself or operated
and managed by a third party.

o (Community  cloud: The  cloud
infrastructure is dedicated for the use of
a specific community of consumers of a
particular organization that have high
security standards compliance
considerations. Similar to the private
cloud community, clouds can be
managed and operated by the
organization itself or a third party or
somewhere in between.

e Public cloud: The cloud infrastructure
is open for the use by the general
public, business, and academic
institutions. Also, organizations or
governments may own, manage and
operate this type of cloud, or some
combination of the previous ones.

e Hybrid cloud: This cloud infrastructure
is a combination of two or more distinct
cloud infrastructures (private,

community, or public).

The main characteristics of cloud computing

are the following:

1) scalability of infrastructure; new

capabilities can be added or dropped on need

bases without the need to set up and modify

infrastructure or set up new applications. 2)

Broad network access: network availability

and network access, with standard mechanisms

through the heterogeneous platforms (e.g.,

mobile phones, laptops, and PDAs). 3)
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Location independence: clouds are location
independent in some sense; there is practically
no importance what so ever to the vendor’s
location. 4) Reliability: reliability is improved
with the use of redundant sites, which makes
cloud computing suitable for business
continuity and disaster recovery. Finally, 5)
Economies and cost effectiveness: Clouds
regardless of the deployment model are much
cheaper [50].

The previous review tried to explore the
environment of cloud computing. The option of
adopting cloud computing is not an easy one; it
involves huge risks, but still provides
substantial benefits and synergies. Fig.1 depicts
a proposition by [38] that relates the type of
business (institution) to the cloud computing

deployment model. The framework is named

Cloud Computing Business-Deployment Fit
Model.
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Cloud Computing Deployment Model
Type of Institution Private Hybrid Public

Governmental

v v [
Institutions
Financial

v v [
Institutions
Small/Medium-Size

X v v
Businesses

Fig. 1: Cloud Computing Business-Deployment Fit Model
(Source: [38])

Based on the reviewed literature, it's safe to
conclude that governmental institutions (with
greater concerns as to where the service
provider’s jurisdiction) are most likely to create
their own private cloud. Such option allows for
better control, better security, and more
reliance. An example case is the government of
Japan which announced that by the year 2015
the country will have a private cloud that
consolidates all governments IT systems, for
better efficiency and less cost [12].

As for financial institutions, the idea of cloud
computing seems to defy the principles on
which theses institutions where founded. Due
to the flexibility, high scalability and the low
cost made possible by the cloud technology,
banks and other financial institutions are easing
their way to a new era of business. They are
very much like governmental institutions and
pretty much for the same reasons; financial

institutions are most likely to adopt single

tenant private cloud deployment model [15].

For better exploitation of this technology, both
governmental and financial institutions may
use public clouds for non-core activities in a
hybrid cloud deployment model [12] [15].
While public clouds are less demanding in
terms of cost (with using the pay as you go
payment model), the freedom of service for
businesses, and the management services
offered by the service providers, make public
clouds well suited for small and medium size
businesses [33].

Online brand equity

The online environment has changed the
branding game dramatically; a brand
reputation in the online world has to be
created, protected, and managed. Branding
is one of the most important assets for any
online vendor, if you are not searchable, if
no one is talking about you, then you simply
don’t exist [19].

Users of information systems are most likely to

experience some sort of anxiety as they chose
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to store their information on a cloud. Such
concerns may result from several risks
associated with cloud computing, multi-
tenancy [18][23] security and privacy [49][48].
These concerns are often referred to as
perceived risk which is defined in literature as
the nature and amount of concern the client
may experience before making the decision to
purchase a product or a service. Such concerns
may result from inherited factors of the product
itself, the place of purchase, mode of purchase,
and product producer or service provider brand
[11].

Brand equity is a source of reassurance for the
customer in tangible goods, but it’s equally
important to the customer as he/she purchase
an intangible service [8]. Given the fact that
services provided through the Internet such as
cloud computing services pose higher privacy
and security threats to the user, increasing
his/her perceived risk, and  limiting their
willingness to use those services, the desire to
trust the vendor becomes even of greater
importance.

Sources of trust in online brands

The literature is full of work related to trust in
online services and brands. Research indicated
a significant correlation between trust the
intention to use a service or buy a brand in
Jordan [3][4]. The following are the major
factors influencing such level of trust.

Security and privacy: the more the user feels
confident that his information is safe, the

higher he trusts the website [6]. Users often

68

look for clear privacy policies, because when
the user find it easier to disclose personal
information, that he wouldn’t have disclosed
otherwise [30] and therefore seen as a
competitive advantage [6]

Word of the mouth: word of the mouth has
repeatedly proven to be a powerful marketing
tool. For a potential user to hear a good word
on a vendor, would decrease the perceived risk
and result in a higher level of trust, which in
turn leads to higher intention to use or buy the
brand [6] Word of the mouth often given in a
form of advice is a major source of trust [7]
this is usually due to the fact that users often
trust their acquaintances more than they trust
advertizing campaigns, it should be noted
though that customers feel inclined to share
their negative experience with other (negative
word of mouth). So it is crucial that vendors try
to meet customers’ demands, listen attentively
to their complaints and try to resolve them
[30].

Vendor’s reputation: vender’s reputation is
defined as the common perception of the brand
held by most customers [30]. Better brand
reputation means more online trust [16] [44]
[6]. There for it isn’t only important to build a
good reputation online, but also to maintain
such reputation, otherwise the vendor will end
up losing customers [30]. Online experience: a
good online experience has the power of
further strengthening brand trust [6] , some of

the most influential ways to improve users

experience are using simple easy to understand
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language, building a functional responsive site

[44].

The Research Model and Hypotheses

In this study, our focus revolves around brand
equity, which is a major factor in determining
the intention to use a brand or buy from it. Our
previous review and the understanding of the
interactions of the previously mentioned
constructs reflect a research model that is
depicted in Fig .2. The major research
questions to be answered in this work are the

following:

RQ1: What are the factors influencing
brand equity
RQ2: How far does brand equity shape

customers intention to use the cloud.

Directly linked to the concept of perceived risk
is trust; more trust in a particular brand has the
power of decreasing the concerns consumers
may experience regarding security or privacy
[13] [34] [45]. More trust in a brand name is
even more important than computer mediated
environment and it has a great importance in
creating brand equity [42]. When users and

organizations work with cloud computing,
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security and privacy become important as data
and information will reside on another party’s
server [48]. The privacy, security and trust
association is of great value to the vendor, it’s
the reasons customer will accept the perceived
risk and purchase the offered service,[27].
Privacy and security are important predictors of
trust; they are explored much in research
related to the services offered via the Internet.
Users tend to favor vendors who guarantee
their information security [9] as well as those
who address their privacy concerns [17]. In a
large scale study on the role of online trust in
different websites, it was concluded that
privacy and security are always relevant, and
are of higher relevance when the risk of
information preach are high [7] as any preach

has the power to erode brand trust [43].

Based on the previous discussion, and taking
into consideration the importance of privacy
and security, the following hypotheses are
stated:

HI: Information security is positively
related to trust in the cloud

H2: information privacy is positively

related to trust in the cloud
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Information Secwity

Information Privacy

Trust in Brand | Brand Equity

Online Experience

Brand Reputation

v

Intention to Use

Fig. 2: The proposed research model

Any firm gains its reputation through the
quality of the goods/services it offers and
mainly customers prior experience and its
credibility [40]. Brand reputation is also
important in the online ever dynamic
environment. Brand reputation is highly
associated with trust [13] it is even suggested
that vendor’s reputation is more important to
the customer than the value expected form the
purchase itself [45]. Repeatedly by several
studies, online experience also has significantly
influenced trust in the brand [17] [44] [6].
Former experience with the vendor is a
significant source of brand trust and a predictor
of future use [30].
Based on that, the following hypotheses,
related to customer’s experience and vender’s
reputation, are stated:

H3: Customers’ online experience is
positively related to trust in the cloud

H4: Brand reputation is positively
related to trust in the cloud
Trust has been seen as a driver of brand

equity, a crucial factor in online environment

[1] [5] [42], especially in the information based
service environment that is highly associated
with technological innovation where good
branding is key to holding the customer
attention[31]. Reestablished brand familiarity
may decrease the perceived risk and thus
improve the chances of adoption [32]. Some
even suggest that the whole idea of brand
equity is a surrogate for trust [20]
H5: Trust in the cloud is positively
related to brand equity

Presumably, and based on [11] definition,
brand name has an impact on our buying
choices, where brand equity (brand awareness
& brand meaning) impcats consumers behavior
[8]. Also, since there is a greater inherited risk
associated with cloud computing that gives
even a greater weight to the brand equity, we
propose the final hypothesis:

Hé6:  Brand equity will positively
influence the intention to use the cloud.

Data Analysis and Discussion

To test the research model and the hypotheses,

we tried to target more professional

J—
I
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respondents through an online posted survey.
The survey was posted on Google website and
the link was sent to few e-mail lists and posted
on a Facebook page. The survey items used
were extracted from previous research and as
shown in Appendix A at the end of paper. The
model utilized 3 items for measuring
information security, 3 items for information
privacy, 3 items for brand reputation, 5 items
for previous online experience, 4 items for trust
in the brand, 3 items for brand equity, and 5
items for intention to use cloud computing
(ITU). One of the items was deleted for
redundant statement posted on the web (item
16). The sample reached in 48 hours 120,
where we started analyzing the data. The

demographics of sample are shown in Table 1.

It is obvious that the majority of sample holds a
bachelor degree, and within the 20-40 years of

age.
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Females are more than males, and missing

values is not an issue.

To test the research hypotheses a structural
equation modeling (SEM) analysis utilizing
SmartPLS software and algorithms was
conducted. A partial least squares SEM (PLS-
SEM) does not assume normality but relies on
a nonparametric bootstrap procedure to test the

model.

In this procedure many smaller subsamples are
drawn from the study sample and tested to
reach the best model fit. The SmartPLS tool is
free for academic purposes and calculates
casily the item loadings and the correlations
(path coefficients for the whole model are
depicted). The results of the model estimation

are shown in Fig. 3.

Table 1: Sample demographics

Gender Count %
Male 42 35.0%
Female 77 64.2%
Not reported 1 0.8%
Total 120 100%
Age Count %
Less than 20 years 6 5%
21-40 years 93 77.5%
41-60 years 19 15.8%
More than 60 years 0 0%
Not reported 2 1.7%
Total 120 100%
Education Count %
High School or less 11 0.2%
Bachelor 63 52.5%
Master/PhD 41 34.2%
Other 4 3.3%
Not reported 1 0.8%
Total 120 100%
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Fig. 3: The measurement model with path coefficients and factor loadings
The model is estimated using SmartPLS (Ringle et al., 2005)

The research model assumed a mediation effect
of trust in brand and brand equity between the
four independent variables and the ultimate
dependent variable (ITU). Such issue is a test
of the sequential building of influence of such
domain, where we assume that security,
privacy, experience and brand reputation all
will have a significant influence on trusting a
cloud computing website. Such argument will
build into the brand equity and then users will

use the service.

Results of the structural model indicated a
good reliable set of measures (values on arrows
between items and major variables. The values
of loading are all above 0.6, which indicates an
acceptable level in social sciences. The Second
issue is the relationships between variables.
Results indicated low values of beta between
security/privacy and Trust. To make sure that
the significance values are acceptable, a

bootstrapping estimate is done, which is shown

in Fig. 4.
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The model is estimated using SmartPLS (Ringle et al., 2005)

Results indicated that all loadings are
significant at the 0.05 level (beta value above
1.96). Also, when we look at the loading on
arrows between variables we can see that
security and privacy are not significant
predictors of trust. Only prior experience (beta
= 0.569) and brand reputation (beta = 0.207)
are significant predictors of trust and they
explained trust with an R*= 0.649. Such high
value is a contribution of two new predictors of

trust.

On the other hand, trust significantly predicted
brand equity with an R? = 0.547, which equals
the square of the beta value of 0.74. Also, on
the same line, brand equity significantly
predicted ITU cloud computing with an R* =
0.622 (again it is the square of 0.788). Our
results indicates a full support of hypotheses
H3-H6, but failed to support H1 & H2. The
final research model resulting from this

estimation is shown in Fig. 5.
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Conclusions and Future Work

Cloud computing is emerging as a strategic

choice for many organizations and for
individuals, where many venders are offering
Internet capacity to be used by users for free to
save their data and information. It is still a
concern for many to lose control over their
data, where trust issues become vital. It is
assumed that brand equity will be the ultimate
definer of how people adopt certain cloud
computing vender and if such factor (brand
equity) will be influenced by the level of trust
in the brand.

This paper tried to see if certain factors
discussed in the literature are important in
deciding on a brand and adopting it. Results of
data analysis indicated that prior online
experience and brand reputation are the major
predictors of trust in a brand, while security
and privacy failed to do so (total R? = 0.649).
Also, trust in the brand significantly predicted
brand equity (beta = 0.74, R = 0.547) and
brand equity significantly predicted intention to

use cloud computing (beta = 0.788, R* =
0.622).

This study proposed 6 hypotheses and failed to
support two of them. The inability to support
Hland H2 can be attributed to the age of the
sample used. 82.5% of our sample is younger
than 40, and it has been shown repeatedly in
literature that younger people have lower
privacy and security concerns [24] [35]. Such
issue calls for more research with larger sample
and a test on age and other moderating factors.

This study suffered from the limitation of small
sample, where users of cloud computing are
still small compared to other IT applications.
Also, the survey used is a new one and stated
in Arabic language, where some respondents
indicated that an English survey will do better
when dealing with new technology. Based on
that, future work should be emphasized to test
the resulting model and see how security and
privacy were not supported. Also, validating
the new proposed instrument is essential when
dealing with perceptional measures and
subjective responses. Finally, brand equity
showed a large explanation of variance in
cloud

intentions to use

predicting the
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computing, where more research is needed to
see if other factors can influence such decision.
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Appendix A

Privacy & Security:

References used

I intend to checked check the
security item before I sign up
on a drive

I feel secure when I provide
personal information on a drive

The CC site I use is protected
against hacking

I feel that my privacy is
protected when I use a drive

I am confident that my personal
information will not be shared
with other organizations when I
use a drive

I intend to read the privacy

policy Before I signed up for a
drive The drive privacy policy
is easy to read and understand

Ruparelia, White, & Hughes (2012)
Alam & Yasin (2010)
Bart, Shankar, Sultan, & Urban ( 2005)

Brand reputation

References used

I think the drive I use has a
good reputation

The think that it one of the
leading cloud vendors

I think that the drive I use
offers high quality services

(Alam & Yasin, 2010)
(Morgan-Thomas & Veloutsou, 2013)

Users’ experience

References used

My previous use of Google
drive was satisfying

My previous use of Google
drive was exiting

The layout of the drive page is
appealing

The Google drive page can be
personalized

I find that Google drive is easy
to use

Alam & Yasin (2010)
Christodoulides, Chernatonya, Furrerb, Shiua, & Abimbolac (2006)
Morgan-Thomas & Veloutsou (2013)

Brand trust

References used

I trust the drive I use and its
services

I feel comfortable using their
services

I prefer that using this drive
than using any other cloud
vendor

The drive I use keeps its
promises

My interest is a priority for the

Ha (2004)
Alam & Yasin (2010)
Ruparelia, White, & Hughes (2012)
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drive vender [ use

Brand equity

References used

I think that the drive I use is
reliable

I think that the drive I use is
dependable

I believe that the drive I use
offers valuable services

Ha (2004)
Rios & Riquelme (2010)

Intention to use

References used

On the basis of this description,
I would continue using this
drive

I would tell interested friends to
use of this drive

I will strongly recommend it to
others

I expect that [ will use this
drive in the future

I plan to use this drive in the
future

Abu-Shanab & Pearson (2007)
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