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1. Introduction
Cloud computing is a technique of supplying 
technology means  like servers, storage, databas-
es, networking, software, and platform to the end 
user through Internet. It performs the main role in 
today’s information technology. All services are 
provided via internet, and are established through 
a pay-as-you-use, and on-demand resources. It 
offers three levels of services: Infrastructure as 
a Service (IaaS), Platform as a Service (PaaS), 
and Software as a Service (SaaS). Virtualization 
allows better performance of a server by creating 
many virtual machines in the cloud that store dif-
ferent and multiple operating systems on a single 
shared computer. It can be used over the network 
by operating web browser and fast network con-
nection.[1] Virtual Machine is an operating sys-
tem environment that is installed in a software, 
and which imitates dedicated hardware. Large 
computers or servers may run various VMs, pro-
viding different services. [2] Live virtual machine 
(VM) migration refers to the process of moving 
a running virtual machine or application between 
different physical machines without   disconnect-
ing the client or the application itself. It demands 
moving all the state information of the VM that 
are being migrated, with memory state, network 
state and storage state, from one physical server 
to another within the same data center or across 
remote data centers [3]. Physical machines (PMs) 
in data centers may have to periodically undergo 
maintenance processes; we may enable the mi-
gration of VMs to other active PMs, utilize the 
usage of resource or consume power usage. With 
the increasing size of storage requirements, the 
inefficient use of resources causes high energy 
consumption [4, 5]. The rest of this paper is orga-
nized as follows: section 2 discusses virtual ma-
chine placement algorithms, and section 3 pres-
ents the conclusions.  
2.Virtual Machine Placement Algo-
rithms 
Virtual Machine (VM) placement is a very im-
portant process that is conducted as part of the 
VM migration and aims to find the best Physical 

Machine (PM) to host the VMs. Many VM place-
ment algorithms are offered for VM placement in 
the cloud computing; that used to improve var-
ious factors affecting the virtual machine, host, 
and datacenter. There are two commonly used 
policies; static allocation and dynamic allocation.
Static allocation manually assigns VM to servers. 
Resource allocation limits consolidation and in-
creases the cost of running the services [6]. The 
dynamic allocation of VMs with live migration 
has received significant attention in comparison 
to the proposed algorithms that have been pro-
vided. The VMs are firstly assigned to servers 
according to a normal workload, then, the mi-
gration procedure is performed when servers are 
overloaded or underutilized. Static resource al-
location is different from the dynamic resource 
allocation method; it does not need planning. In 
dynamic allocation the number of active servers 
is adjusted dynamically. There are many algo-
rithms that have been offered to handle the VM 
placement problem. Based on a placement goal, 
Anjana Shankar [7] broadly classified VM Place-
ment algorithms in her research as follows:

Unified ant colony system (UACS)[8] at the be-
ginning, it has a plenty of servers to host the VM. 
Then, it reduces the number of host and minimiz-
es VM migrations. It is compared to ACS algo-
rithms. 
Best-fit Decreasing Heuristic Algorithm [9] is 
proposed to use the fullest capacity of the first 
host before using the other one. It is compared 
to both the shortest job first allocation and the 
round-robin allocation.
Genetic Ant Colony Algorithm (GACA- VMP) 
[10] is efficiently minimizing the used resourc-
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es, like the number of servers. It contrasts with 
the Ant Colony Algorithm that minimizes the re-
source wastage and power consumption. It is also 
compared to the Multi-Objective Evolutionary 
Algorithms. 
Modified Best Fit Decreasing (MBFD) [12] is 
proposed to find the best place for VM; that min-
imizes the power consumption like VMPMBBO. 
It differs from Best Fit Decreasing (BFD).
Dynamic VM Consolidation Algorithm [13] is 
proposed to reduce both energy consumption and 
SLA violations. 
Minimization of migrations Algorithm [12] is 
proposed to select the minimum number of VMs 
needed to migrate from a host to lower the CPU 
utilization below the upper utilization thresh-
old; by selecting the VM with the highest utili-
zation. Load Aware Virtual Machine Placement 
(LAVMP) Algorithm [14] is planned to load data 
centers in order to minimize network costs and 
energy consumption. It needs a fewer migration 
number of VM. It is compared to energy aware 
placement methods, which requires nearly the 
same energy.
 Dynamic VM placement [15] achieved a high re-
source utilization rate (minimal number of host) 
and minimized power consumption. Improved 
Grouping Genetic Algorithm (IGGA) [16] used 
to decrease the number of VM migration and 
minimize the power consumption like UACS .It 
is compared with MBFD. 
Multi-objective ant colony system algorithm 
(MOACS) [17] is planned to reduce the number 
of hosts, and try to minimize the number of the 

VM migration, in similarity to IGGA and UACS; 
which are compared to the Ant Colony Optimiza-
tion and the Ant Colony System. 
Load Level based Optimization for Virtual Ma-
chine Allocation (LLOOVIA) [18] is used to find 
the optimal location for the VM based on the ser-
vice. 
Multi-Objective Ant Colony System Algorithm 
[19] minimizes the resource wastage and power 
consumption. It is similar to Dynamic VM place-
ment. It generally outperforms multi-objective 
genetic algorithm, two single-objective algo-
rithms, a well-known bin- packing algorithm and 
a max–min ant system (MMAS) algorithm. 
There are a lot of elements that are considered 
when we place a virtual machine on a host such 
as:
1) Decrease the migration process as much as 
possible; as it can   save   resource consumption 
such as network bandwidth.
2)  There are rules to determine when to migrate 
VMs under some conditions; such as energy sav-
ing or heavy load on some host. And we need to 
make the urgent decision.
3) Decision must be taken to select which VMs 
are to be migrated. 
4) Exploring a group of  host to identify the place 
where possibly VM can be stored
5) Policies for determining when to turn off/on 
hosts to save power 
Here is the summary table for the various algo-
rithms that are used in virtual machine placement 
and their aim in a tabular form.

No. Algorithm Energy Con-
sumption

Resource 
Utilization

Fewest VM 
Migrations

1 Unified Ant Colony System   (UACS) yes yes
2 Best-Fit Decreasing Heuristic Algorithm yes
3 Genetic Ant Colony Algorithm  (GACA- 

VMP)
4 Multi-Objective  Biogeography-Based 

Optimization  VMPMBBO 
yes yes

5 Modified Best Fit Decreasing (MBFD) yes
6  Dynamic VM Consolidation Algorithm yes
7   Minimization of Migrations Algorithm yes
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8 Load Aware Virtual Machine Placement 
(LAVMP) algorithm

yes yes

9 Dynamic VM placement yes yes

10 Improved Grouping Genetic algo-
rithm(IGGA) 

yes yes

11 Multi-Objective Ant colony System Al-
gorithm(MOACS)

yes yes

12  Load Level based Optimization for Vir-
tual machine Allocation( LLOOVIA)

yes

13 Multi-Objective Ant Colony System 
Algorithm

yes yes

3. Conclusion 
Virtual machine (VM) placement is the procedure 
of selecting the most suitable server in a datacen-
ter that will hold newly created VMs, or will host 
a migrated VM. This paper presents the virtual 
machine placement algorithms; which are used to 
minimize the power consumption or the efficien-
cy of resources’ use. There is no clear indication, 
but we can say that the ‘Best-Fit Decreasing Heu-
ristic Algorithm’ is the best; in case of using the 
resource more efficiently. 
In the future, we are going to implement an al-
gorithm that chooses VM for migration and a set 
of host selection heuristic algorithm for defining 
where to migrate virtual machine; based on con-
straints that will improve the overall performance 
of migration and using the resources efficiently. 
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