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Abstract 

The initiatives taken by many governments to open data flows be-

tween them and their societies are attracting huge attention by re-

searchers and civil society bodies. The evolution from (OG1.0) to 

(OG2.0) started by emphasizing transparency and more engagement 

of the public. To attain such level, governments need to improve 

online engagement, make engagement meaningful through competi-

tions and challenges, identify new collaborative platforms, build 

evaluation into program design, and integrate co-production within 

agencies initiatives. Open government concept did not stop at 

Obama’s administration proposed dimensions, but extended to 

more complex and complicated models. This paper will examine 

the concept of open government and its major dimensions, review 

the literature, visit some experiences of the world, and propose a 

framework for research.  
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1. Introduction 

The United Nations e-government reports indicate 

that the development and achievements of member 

nations in relation to the progressive stages pro-

posed is acceptable in the first and second stage. 

The 2012 report merged the first two stages, where 

the existence and information stage were merged 

into one stage labeled emerging presence [1] [2]. 

The five original stages reported in the 2010 report 

included the following: The first stage named the 

emerging stage, where governments have estab-

lished their presence on the web. The second stage 

is named the enhanced stage, where governments 

started to provide full information about their ser-

vices and government agencies. The Third stage is 

the interactive stage, where governments started 

their dialogue with their citizens (and businesses). 

The fourth stage is labeled the transactional stage, 

where services were conducted and some to full 

capacity. Finally, the fifth stage was named the 

connected stage, where one interface serves all 

types of services and departments.  

 The only downside of such shift is the negligence 

of the capacity, density, and adequacy of infor-

mation within each stage. The notion of open gov-

ernment is closely related to information status, 

where more information is published and at some 

stage, the quality of information is an indicator of 

such openness. 

The importance of e-government projects is not de-

niable. More countries across the world are em-

bracing such phenomenon based on two major fac-

tors: the first is related to the direction towards 

more utilization of technology and Internet applica-

tions. Even social media started to play a crucial 

role in defining the relationship between govern-

ments and their citizens (or businesses). The second 

factor is related to the political direction of e-

government projects, where some researchers are 

still considering e-government a direction for im-

proving services [3] [4] [5] [6], while others are 

embedding political dimensions like participation 

and transparency [7].  

Based on the previous introduction, open govern-

ment is an important concept where it extending 

from the concept of e-government. It emphasizes 

the status of information in each stage. Regardless 

of the country‟s achievement in e-government pro-

jects, their open government status can be assessed. 

This paper will review the literature to understand 

and summarize the concept of open government. 

Experiences from the World are investigated in the 

following section. Then a proposed framework will 

be depicted to guide future research.  

2. Literature Review 

Open government is an extension of the concept of 

e-government. It is not a sub-dimension of e-

government, or a different concept. Rather, open 

government is e-government with focus on infor-

mation status. The concept revolves around freeing 

information for the purpose of more efficient gov-

ernment work and a better and cheaper service for 

the public [8]. It is important to realize that public 

information is useful for citizens and thus needs to 
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be published and accessed freely [9]. The Obama 

administration defined open government around 

three dimensions: transparency, participation and 

collaboration. The initiative came in effect when 

the Obama administrative opened a website to 

grant accessibility to Federal Data to the public un-

der their support for the transparency initiative 

(www.data.gov). A description of the accomplish-

ments of such initiative will be provided under 

transparency. 

The argument behind such a start depends on the 

core meaning of open government, where being 

transparent is the major core dimension. If govern-

ments need to know the needs of their citizens, then 

they should open communication with them, which 

means more participation. Finally, being open is 

not about informing and receiving feedback, but 

enforcing such feedback, which puts governments 

into the collaborative mode with their citizens. 

Such process is critical to reach the fully open gov-

ernment state.  

We can define open government as a direction of e-

government where more information is exchanged 

between governments and their citizens (business-

es) in a transparent, participative and collaborative 

mode. The open government process needs to keep 

all characteristics of information to the required 

quality. The following sections will review sample 

literature related to the three dimensions. 

2.1 Transparency 

Information dimensions related to public records 

include the following: accuracy, validity, security, 

preservation [9], comprehensiveness, relevancy, 

timely [7], reliable, and of high quality [10]. Trans-

parency was the major initiative by the Obama ad-

ministration, where a website was opened 

(www.data.gov) to grant accessibility to Federal 

data [11]. Since then, the initiative accomplished 

few directions like better participation by the pub-

lic, more data availability, more data disclosure, 

more compliance to accessibility standards, and a 

review of existing rules pertaining to open data. 

Such directions were attained through many initia-

tives and policies. After two years of the US initia-

tive, an empirical study was conducted to see what 

factors influenced the three pillars of open govern-

ment based on the perceptions of US public offi-

cials; the authors concluded that publishing accu-

rate and needed reports will result in a better trans-

parency [12]. 

Transparency is defined as the extent to which gov-

ernments make available data and documents to the 

public according to their needs, where they later 

assess governments‟ actions and hold them ac-

countable for their actions [13]. The relationship 

between transparency and e-government is concep-

tually legitimate, where the more governments use 

ICT, the more they need to be transparent and vice 

versa. Such argument is supported by Harrison et 

al. [10] as they asserted that the shift from infor-

mation use within e-government websites to more 

transparent systems is directing towards a more po-

litical term which is democracy. Other researchers 

[14] went further to test if e-government and trans-

parency are related empirically, where an associa-

http://www.data.gov/
http://www.data.gov/
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tion test was conducted for global archival data and 

concluded to a significant correlation between them 

[14].  

Transparency is critical as the more governments 

open data, the more the chances they drop in the 

trap of violating privacy issues [15]. Governments 

need to protect citizens‟ and businesses‟ private 

data by enforcing the necessary security measures. 

Based on that, is required more emphasis on the 

training needs of public officials when enforcing 

transparent measures of data [16]. 

Based on the previous summary, we can say that 

transparency can be defined as the open communi-

cation between governments and their citizens 

guarding for the full capacity of information status 

(dimensions of information: completeness, time 

related, relevancy, accuracy, quality, and owner-

ship).   

2.2 Participation 

E-participation involves “the extension and trans-

formation of participation in societal democratic 

and consultative processes mediated by infor-

mation and communication technologies (ICTs), 

primarily the Internet” [17]. Participation is at-

tained through more than one force in society; one 

of them is open government data. It is conceptually 

assumed that a link between open government and 

participation growth would be significant.  

A proposition by Goble [18] concluded that linked 

open data will lead to better public participation. 

The author proclaimed that less than 5% of the 

available data sets on UK website are considered 

linked data. Such issue raises concerns about the 

progress of such initiatives throughout the world. 

Some researchers [19] related open government 

with participation as they proclaimed that open 

government efforts will yield to better participa-

tion. The authors cautioned that such efforts might 

fall short if the purpose is to introduce the com-

plexity of policy formulation to citizens. On the 

same line, the size of published linked data is large-

ly contributed to theoretical research contributions 

and not for applicable industrial data suitable for 

public use [20]. 

On other research directions, Abu-Shanab and Al-

Dalou‟ [21] extensively summarized the literature 

related to e-participation and concluded to five lev-

els of participation: e-informing, e-consulting, e-

involving, e-collaborating, and e-empowering. 

Such premise confuses the dimensions of open 

government as it considers collaborating as part of 

the participation process. It is still considered by 

some researchers that e-participation is a major di-

mension of e-government, which puts open gov-

ernment as a dimension of participation initiatives 

[7].   

Part of the tools reported to have significant influ-

ence on participation is using Wikis [12]. Many 

tools are supporting participation initiatives and 

specially web 2.0 tools like websites, social media, 

wikis, blogs and video publishing websites (exam-

ples are included in the work of [21]. 
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2.3 Collaboration 

Collaboration is the most controversial dimension 

among the three pillars of open government, as it 

means the inclusion of two parties in a process to 

produce something (a report, information, product, 

or any other item). Such argument might be easy to 

administer if the collaborating parties are public 

and capitulate to same source of authority. But 

when the two parties are different, like the transac-

tions in G2C and G2B, then the final product is 

disputable and need to be defined with respect to 

ownership. Based on that if we carefully review the 

Obama initiative, we can see that it did not mean to 

open government without any restrictions, but em-

phasized the protection of privacy and security and 

guaranteeing the accessibility of disabled under na-

tional legal framework [8]. 

Collaborative effort by government is key in open 

government and closely related to transparency 

[12]. The empowerment of people (the ultimate 

goal of democracy) is reached by more collabora-

tion between people and their government [22].  

Collaboration does not mean G2C only, but might 

include G2B or G2G initiatives, where great syner-

gies are attained through the cooperation towards 

saving money and reducing costs. The literature 

related to collaboration emphasized the require-

ment of specific tools for the success of collabora-

tion and public participation [23].  

We can define collaboration as the joint effort to 

participate in the democratic process. Such defini-

tion can be extended to be a sub-dimension of e-

participation, a joint effort between governments 

and citizens (or businesses), a directed effort to-

wards a product or service, and a legal protection of 

parties involved in the process and their production. 

Such definition guards for privacy issues and re-

quires specific tools and systems to allow for such 

collaborative process.  

2.4 Reflections from countries of the world 

The experiences of different countries of the World 

in open government present an accurate picture of 

current practices and useful insight for research di-

rections. The Indian experience [24] reflects a bot-

tom up pressures that reflects the demand of public 

towards an open government practices. The authors 

proclaim that the open government partnership 

failure is forcing the government and parliament to 

consider some legislation related to transparency of 

information [24].  

China started its efforts towards open government 

in 2007, forcing agencies to disclose certain types 

of information and responding positively to citi-

zens‟ request to do so. The second step was to re-

view all agencies performance through an annual 

report (Government Website Performance Review). 

Finally, measures of performance were established 

with each constitutions of sub-dimensions, where 

all indicators were related to open government di-

rection [25]. 

Other examples were summarized by Mergel [26] 

and included the UK and Australian catalogues of 

contracts and spending data (through a dedicated 

website), the New Zealand portal with public non-
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personal data, and the Kenya Open Data Initiative 

(KODI) that focused on spending information. It is 

interesting to mention that some researchers doubt 

the real influence of the Obama initiative in the 

USA when related to transparency. Open govern-

ment was described, like transparency, as a double 

sword strategic step which might result in unrealis-

tic expectations based on full/partial information 

disclosure [27]. 

The UK website (data.gov.uk) is a good example of 

open government initiative, where 5400 data sets 

are available for use and reuse by diverse stake-

holders. The strength of such website is collecting 

all these data sets in a searchable fashion so stake-

holders use it for decision making and more in-

sights. Another good example is the World Bank‟s 

website (data.worldbank.org), where country data 

is organized, re-arranged to be more suitable for 

navigation, research and decision making [28].  

A study of the Spanish laws [29] related to trans-

parency showed that regulations fall short in guar-

anteeing transparency and citizens‟ right to infor-

mation. The author emphasized the contribution of 

the Spanish E-government Act to citizens‟ right to 

information, the accessibility and security of in-

formation, and the electronic tools contributing to 

the diffusion of information like electronic offices 

[29]. 

2.5 Summary and Proposed Conceptual Model 

Open government initiatives are assumed to en-

hance the relationship between governments and 

their citizens [30], and maybe businesses through 

transparency, participation and collaboration. Ac-

countability is also much enhanced through linked 

data initiatives [18], which comes as an integral 

part of open government. One of the reported chal-

lenges is the restrictions forced by existing laws, 

where governments need to resolve legal con-

straints on data disclosure [15]. It is important to 

realize the movement towards more laws related to 

open government, where 93 countries have estab-

lished some laws or regulations (by the end of 2012 

and as stated in [25, p. 4]. 

Governments spend money on data, where sacrific-

ing such cost might be a challenge for govern-

ments. The case proposed by Good speed [15] in 

relation to GIS data is an example of such obstacle. 

The author emphasizes the importance of dealing 

with the practical, ethical, and legal considerations 

related to accessing public information. Empirical 

Research in the USA [12] revealed an acceptable 

satisfaction with the achievements of Federal gov-

ernment in the country. Government officials felt 

that open government initiatives improved perfor-

mance and extended government outreach to citi-

zens [12].   

Open government can be redefined to be the ac-

tions and policies governments take to make their 

data and information open based on citizens’ needs 

(and even businesses) through a connected com-

munication, participation and collaboration mode. 

The previous few sections did not add much to the 

open government dimensions. The literature re-

volves around transparency, participation, and col-
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laboration, where segregating the dimensions of the 

known open government concept can be difficult at 

this stage. This paper tried to explore the concept 

and try to understand how it contributes to our 

knowledge of e-government initiative. The first two 

stages of government revolve around information, 

where transparency is crucial. The third evolution 

stage described earlier revolves around the com-

munication and transaction, where the participation 

of citizens and businesses is important. Finally, 

when we reach a connected stage (final one) we 

need to collaborate as one body to enhance services 

and improve the decision making process. Based on 

that, we can summarize our understanding of the 

open government environment and translate such 

definition into a conceptual model that is depicted 

in Figure 1. The model adopt a process with flow 

direction, where collaboration can be more valua-

ble, but difficult with respect to legal and adminis-

trative requirements and infrastructure.   

 

Figure 1: Open government flow model 

Developed by the author 

The model starts with a focus on transparency, 

where information flow from government is crucial 

to the success of e-government. Such perspective 

can be characterized by being a big brother picture 

more than further stages. The model (Figure 1) lists 

the characteristics of such stage in the process.  

The second stage focuses on participation, where 

we try to differentiate between the more developed 

stages of e-participation in the literature to come up 

with a focus on two-way communication and trans-

action of services. The say at this stage is still to 

governments, but the contribution of citizens is ev-

ident. Figure 1 again depicts the characteristics of 

this stage, where the theme of the process is 

switched to a two-way communication.  

Finally, the model tries to accommodate a position 

of more developed e-participation stages and seg-

regated the collaboration stage to fit with the 

known open government initiative. The model de-

picts a picture of more collaboration and involve-

ment in decision making process where citizens 

and government are perceived as partners.   

3. Conclusion and Future Work 

Open government initiatives are limited to three 

major dimensions: participation, transparency and 

collaborations. Research [12] indicated that satis-

faction with public achievements based on open 

government is closely related to advancements on 

the three dimensions [12].  

On the other hand, open government initiative is a 

strategic direction that might not be suitable for all 
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countries, being open (like open source) is the op-

posite of intellectual property and copyright protec-

tion [31]. Before advancing to open government, 

some questions need to be answered [32]: To 

whom information must be open? Which agency 

should evaluate availability? How to handle copy-

right or fair use issues?  

The debate around open government entrenches 

into more than one direction, where public infor-

mation is collected, organized, and stored by gov-

ernments, but not fully owned and not freely dis-

seminated and reused. The legal constraints of 

ownership reuse rights, and legitimate representa-

tion of real owners (citizens and businesses) is a 

debatable issue [33], and vulnerable to private sec-

tor forces and interests [34]. A study related to the 

Chinese experience [35] in open government con-

cluded to a major challenge facing the success of 

such step, which is the attitude of public officials 

[35]. Research focused more on typologies of e-

government frameworks where much research fo-

cused on a trilogy of infrastructure, social, and 

governmental relationships [36]. Finally, issues of 

trust in e-government become more potent when 

governments go open [37]. 

Future work is required to explore perceptions of 

citizens, business owners, and public officials in 

relation to the model depicted and its dimensions. 

Also, an itemized instrument needs to be built to 

better understand all the dimensions of open gov-

ernment. Such instrument will help researchers ex-

plore the domain and investigate its direction. Fi-

nally, much jargon revolves around open govern-

ment efficiency and strategic direction, researchers 

around the world are invited to test such argument 

and see if such phenomenon is a fashion or a fad. 
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Abstract 

E-banking is one of the most popular services utilized by most of the 

country’s banking recently. Studies have shown that the quality of e-

services is a core issue that influences adoption of e-banking services 

worldwide. The objective of this study is to investigate the availability 

of the essential requirements for e-banking adoption in Yemen. Results 

show that the infrastructure requirements are the strongest points, 

where the requirements related to employees and clients are the weak-

est points related to applying e-service in Yemeni banking. The impli-

cations are discussed and recommendations are made in order to im-

prove e- banking service in Yemen. 
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Introduction 

In the past decade there were several discussions 

around those new terms; e-Management, e-

Business and e-Commerce. They were marketed 

as the magic solution to all companies‟ problems. 

As any new technology they mostly remain only 

at a theoretical stage, and were implemented first 

in large companies [1] .The shift of societies to-

wards the information society has had deep effects 

on numerous aspects of human life such as eco-

nomic, social and cultural aspects [2]. The impact 

of information technology on human societies is 

not less than that of industrial revolution; there-

fore the information technology development and 

its applications are regarded as the fourth digital 

revolution [3].  

 

As information technology grows, e-business ap-

plications are found all over the world. More and 

more companies recognize the benefits of e-

business and move from traditional business to e-

business [4]. E-management is the modern way to 

manage all e-business application [3]. It can also 

play a role in e-business and e-commerce [5]. The 

barriers that effective e-business are varied 

enough in the industrial world, but especially 

problematic in the developing world [3]. We use 

the term “e-management” to broadly describe the 

publishing of information and the performing of 

various transactions and services over the Internet, 

Extranets, or Intranets. It seems that the Internet 

and e-business have changed the way firms con-

duct business globally using e-management [6].  

 

The implementation of e-management is related to 

all the employees of the company. That is why we 

have to consider the human factor as the most im-

portant factor impacting e-management [7]. The 

human factor plays a big role in e-management 

success and security [8]. Understanding how the 

Web fits into a country‟s culture is necessary to 

form successful customer relations [3]. 

Banking has also tried to benefit from the new 

environment to offer quality services and gain 

new customers. Online banking allows the cus-

tomers to perform transactions, pay bills and 

check balances 24 hours a day, 7 days a week. 

The bank virtually never closes because it is ac-

cessible from any PC or laptop computer [9]. 

Through the Internet, transactions are typically 

performed and executed at a faster rate than tradi-

tional method. In the other hand, one of the big-

gest barrier which faces using e-transaction is the 

trust [8]. The customers may wonder if their 

transactions went through successfully or if they 

clicked on the correct button or not.   

Research theoretical  

E-management 

E-business is the administration of conducting 

business via the Internet [10]. E-management will 

be critical for ensuring the availability of e-

business applications anywhere and anytime [11]. 

The implementation of e-management is related to 

all the employees and customers of the company. 

That is why the human factor is considered as the 

most important factor impacting e-management 

[7], [11]. The culture and sensitivity to cultural 

differences plays a critical role in successful in-

http://www.webopedia.com/TERM/I/Internet.html
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ternational business, and just as much as for inter-

national e-business [3]. The most benefits from 

using e-management is the elimination of distanc-

es through providing linkage among separate 

computers in the Internet, and the computerization 

of systems and telecommunication which result in 

new capacities to transfer sounds and images [11]. 

Also it ensures the best utilization of resources, 

increases efficiency, and provides support to high 

management in planning, and managing human 

and financial resources [12]. E-management can 

play a role in e-business & e-commerce manage-

ment, and gain some benefits such as[5]:- reduc-

ing costs, improving product or service quality, 

reaching new customers or suppliers, creating new 

ways of selling or providing existing products and 

services. The issues of security of transactions and 

privacy protection over the Internet are of concern 

to many consumers [6]. E-service is a part of e-

management, it means services, action or set of actions 

of either a commercial or non-commercial nature, and 

includes the provision of information and/or e-

government services [13].  

E-banking 

E-banking is the electronic bank that provides the 

financial service for the individual client by 

means of Internet [14]. Meaning that, any user 

with a personal computer and a browser can get 

connected to his bank‟s website to perform any of 

the virtual banking functions. To make a step to-

wards e-banking, a bank must commit itself to 

many substantial strategy changes such as it must 

allow the customers to participate more actively in 

the carrying out of the bank service [9]. There are 

many functions that can be offered by e-banking. 

At present, the personal e-bank system provides 

many service, like; Inquiry about the information 

account, Card account ‟transfer, Bank-Securities 

accounts, Account management [14]. 

Yemen banking 

The Cooperative and Agricultural Credit Bank 

(CAC Bank) has offered a CAC Online to meet the 

customers banking wishes and needs and facili-

tates their transactions via the internet. Through 

CAC Online service, the customers have access to 

and could review their accounts at any time and 

from any place. CAC Online provides: Confiden-

tiality of data and banking operations according to 

the highest degree of security and advanced tech-

nology [15].  

Yemen Commercial Bank (YCB) is a unique and 

modern banking launch represented in the execut-

ing comprehensive banking transactions and ap-

plying the electronic and prompt Network ser-

vices among branches which made a distinctive 

transmission in the level of efficiency and perfor-

mance of bank services. YCB was able also to 

utilize the modern technological progress to pro-

vide electronic banking services including ATM, 

Sale points, phone banking, SMS and money 

gram transfers and Speed Cash service [16].  

Arab Bank has offered a convenient and secure 

way to manage the customer accounts, anytime 

and anywhere. The e-services includes;  inquiring 

about the balance, viewing accounts summary, 

viewing, saving, printing account statement & 

transaction details, accessing cards to review de-

tails, paying credit card and viewing card transac-
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tions, viewing fixed deposit details, payinf utility 

bills, transferring funds between accounts, trans-

ferring funds to other Arab Bank customer within 

the same country, transferring funds to other ac-

counts worldwide, changing your address, sending 

instructions or inquiries through secure email, set-

ting up scheduled payment order [17].  

Yemen Bank for Reconstruction and Develop-

ment has started using technological progress to 

satisfy the needs of their valued customers. They 

extended a collection of distinct services round 

the clock (24 hours) during the week days [18].  

Tadhamon International Islamic Bank (TIIB) pro-

vides its customers with new developments in 

banking services and offers the services to cus-

tomers. TIIB Online Banking allows their custom-

ers to keep track of their finances in a safe and 

secure environment, 24 hours a day, 7 days a 

week [19].  

Shamil Bank of Yemen & Bahrain has launched 

Internet Banking (Shamil Online) at the beginning 

of 2013. This service enables a bank customer to 

examine the details of his account and performs 

many bank transactions through the internet web, 

without visiting the Bank premises. It also enables 

the customer to manage his/her accounts in priva-

cy and safety [20].  

Saba Islamic Bank provides their customer with 

many services through their site, such as keeping 

track of their finances in a safe and secure envi-

ronment [21]. 

Literature Review 

Rahman et. al. [11] indicated that the e-

management is an umbrella name for several e-

business modules. Some barriers have addressed 

which have impact in e-management implementa-

tion in Iran:- (1) Managerial Factors, e.g. lack of 

technological awareness among managers, lack of 

awareness among the mangers about the ad-

vantages of IT; (2) Humanistic Factors e.g. lack of 

IT specialists in organizations, employees` lack of 

interest and motivation to apply new techniques; 

(3) Cultural-Social Factors e.g. the non-developed 

culture for proper application of IT, unfamiliarity 

of users with IT and unfamiliarity of citizens and 

authorities with IT performance; (4) Organiza-

tional-Structural Factors e.g. weakness of com-

munication channels in organizations, and lack of 

financial resources; (5) Technical-Technological 

Factors e.g. lack of sufficient software facilities, 

incongruity between systems and users; (6) Envi-

ronmental Factors: e.g. no integrated network in 

country, lack of necessary rules and regulations in 

country.  

Some of the e-management challenges which 

have been addressed are expanded competition, 

increased customer power; network security has 

developed, reliability of website technologies and 

network uptime and speed [11]. In Yemen the im-

plementation of e-management in governmental 

and private organizations in the city of Aden has 

been addressed [22]. The results showed that there 

is awareness at the governmental organizations to 

offer the management and human recourses need-

ed for the implementation of e-management. Fur-

thermore, good understanding of the importance 



 

19 S.J.I.T.N Vol .3 ( 2015 )                                                                          
 

 

 

offering the security measures needed to imple-

ment the e-management was updated [22]. 

Sikdar et. al. [23] have studied the e-banking in 

India. They introduced the concept of e-banking 

and its benefits provides from bank‟s customers as 

well as banking organization‟s point of view. The 

Commercial banking operations in the long-run 

can be optimized by minimizing the branch based 

interactions with the customers, enabling the 

banks to focus on direct selling and other activi-

ties requiring higher focus on the part of commer-

cial banks. e-banking as a tool can be used  in two 

objectives.  

First bank can optimize its branches operations by 

doing away with large volumes of routine transac-

tions at individual branches. Second they can ex-

pand their geographical presence by reaching the 

interior parts of the country hitherto cut-off from 

the ambit of banking services. This will also help 

in achieving of inclusive banking, strongly propa-

gated by the national banking regulator Reserve 

Bank of India (RBI). 

Jun et. al. [24] have studied the issues associated 

with e- banking service quality. They identified a 

total of 17 dimensions of e- banking service quali-

ty, which can be classified into three broad cate-

gories customer service quality, banking service 

product quality, and online systems quality. Every 

classified category has many dimensions. Cus-

tomer service quality dimensions are reliability, 

responsiveness, competence, courtesy, credibility, 

access, communication, understanding the cus-

tomer, collaboration, and continuous improve-

ment. 

 Online systems quality dimension are content, 

accuracy, ease of use, timeliness, aesthetics, and 

security. Banking service product quality has one 

dimension of product variety/diverse features. 

Ta-Wei et. al. [Ta 25] investigated the relation-

ships among brand equity, loyalty, trust, satisfac-

tion, and e-service quality in e-Banking. The sig-

nificant simultaneous relationships between satis-

faction and loyalty and between trust and loyalty 

are confirmed in this study, implying that these 

relationships must be determined simultaneously, 

rather than sequentially. 

Usman  et. al. [26] studied e-Banking security, 

they pointed out that fraud is an issue being expe-

rienced globally and is continuing to prove costly 

to both banks and customers. Frauds in e-banking 

services occur as a result of various compromises 

in security ranging from weak authentication sys-

tems to insufficient internal controls. Security is-

sues are major barriers to internet banking and e-

commerce activities among consumers. This is 

achieved by understanding business goals, objec-

tives and critical success factors when planning 

the security strategy, as well as the impact on the 

business if they are not achieved [Usman]. 

 

Fragata et. al. [27] proposed two models for the 

determinants of e-banking loyalty for large busi-

ness customers. The results demonstrated that five 

main quality dimensions were identified for the e-
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banking portals: assurance, reliability, conven-

ience and quality monitoring by the financial di-

rector of the company.  

These results also confirmed that both switching 

costs as well as e-banking quality have a strong 

impact on e-banking loyalty. The last is being 

achieved via the mediating effect of e-trust [27]. 

Aim  

This research attempts to investigate the availabil-

ity of the Banking e-services requirements in 

Yemen. We investigated the availability of the 

factors that are critical in the adoption of e-

services in banking. This study make a new con-

tribution as it is one of the first researches in 

Yemen to highlight and draw attention to the situ-

ation of the e-services in Yemen banking.   

 

Research Methodology 

From the literature studies we can set five main 

factors to verify the availability of the essential 

requirements for implementation of e-services in 

banking including: (1) Managerial Factor: to 

measure the availability of the support of the top 

management and their awareness. 

(2) Management Factor: to measure the availabil-

ity of the e-services processes and procedures. (3) 

Technical infrastructure Factor: to measure the 

availability of the well-built technical infrastruc-

ture required for e-services. (4) Employment Fac-

tor: to measure the availability of skilled employ-

ees required for the new environment and their 

motivation. Finally (5) Clients Factors: to meas-

ure the availability of their interest and ability to 

communicate with the e-services.  

The methodology of the research is based on a 

questionnaire to gather the required information 

from the top management and managers of the e-

services department in each bank (see table 

1,2,3,4,5). 

The questionnaires have been distributed by email 

for each key person (top-manger and e-services 

manager) in each bank. When the questionnaires 

were returned, they were analyzed and the results 

were presented. 

Results and Discussion   

After analyzing the results of the distributed ques-

tionnaires we came out with six figures that pre-

sent the results. We used tables to clarify the 

statements under each factor. 

“The requirements that are supported by the top 

management” is the first factor. It aims to gather 

information about the following statements: top 

management is aware of the importance of the e-

services in supporting the bank‟s work, top man-

agement understands the e-services implementa-

tion barriers, top management works on overcom-

ing the e-services implementation barriers, top 

management encourages employees to make their 

own decisions in their departments, top manage-

ment cares about offering development training 

for its employees locally, top management cares 

about offering development training for its em-

ployees abroad, top management cares about set-

ting the balance for e-services (see table(1)).  
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The requirement that are supported by top 

management factor 

 

Top management is aware of the im-

portance of the e-services in supporting 

the bank‟s work 

A 

Top management understands the e-

services implementation barriers 

B 

Top management works on overcoming 

the e-services implementation barriers 

C 

Top management encourages employees 

to make their own decisions in their de-

partments 

D 

Top management cares about offering de-

velopment training for its employees lo-

cally 

E 

Top management cares about offering de-

velopment training for its employees 

abroad 

F 

Top management cares about setting the 

balance for e-services 

G 

 importance of the e-services in supporting the 

bank‟s work as well as of the barriers, alt-

hough it did not always overcome them, 

where we found that 50% of respondents in-

dicated that. 

From our previous studies, the importance to 

encourage the employees to take the decision 

at their departments was recommended, as 

this makes them more understandable with 

the new services. This point was one of the 

weakness points for this factor. 10% only 

from respondents indicated that the employ-

ees have been involved in decision taking.  

Also, top management does not care about 

offering development training for its employ-

ees abroad. The balance for e-services was 

one of the problem facing e-services. 

“The managerial requirements to support e-

services” is the second factor. It aims to gath-

er information about the following statements: 

the e-services procedures are clear for the cli-

ent, the bank has a specialized department for 

developing and monitoring the e-services, the 

e-services procedures are clear for the em-

ployee, the procedures manual is used to exe-

cute the e-services, the bank complies with 

the set times to execute the e-transaction, the 

bank complies the awareness of the im-

portance of the e-services, and the bank com-

plies to separate the e-culture among the cli-

ent and employment(see table(2)). 

Table (1): The requirements that are supported by top 

management factor 
 

 

 

 Figure (1): The requirements that are supported by top 

management factor 
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Table (1) and Figure (1) show that the strength 

point was that the top management is aware of the  

 

Table (2): The managerial requirements to support e-

services factor 

 

Figure (2): The managerial requirements to support e-

services factor 

Table (2) and Figure (2) show that the strength 

points are that all banks have specialized depart-

ment for developing and monitoring the e-

services, The e-services procedures are clear for 

the employee, the bank complies with the set 

times to execute the e-transaction. Although most 

of the respondents agreed that the e-services pro-

cedures are clear for the employee, they pointed 

out that it is not the same way for the clients. The 

weakness points in this factor were that the bank 

did not make the announcements of the im-

portance of the e-services, nor separate the e-

culture among the clients and employees. 

“Infrastructure requirements” is the third factor. It 

aims to gather information about the following 

statements: the bank has powerful database sys-

tems, the bank has powerful security programs to 

protect its systems, the bank has a dynamic web-

site on the Internet, the bank has systems on its 

website allowing clients to interact with it, the 

bank has security systems to protect its transac-

tions over the Internet, the bank has good mainte-

nance to support its networking and software, the 

bank offers various training courses to develop its 

employees in using modern technologies, there 

are clear laws for the e-services, and the bank 

works on awareness for clients through showing 

the importance of the e-services(see table(3)).  

The managerial requirements to support e-

services factor 

The e-services procedures are clear for the 

client  

A 

The bank has a specialized department for 

developing and monitoring the e-services  

B 

The e-services procedures are clear for the 

employee 

C 

The procedures manual is used to execute the 

e-services  

D 

The bank complies with the set times to exe-

cute the e-transaction 

E 

The bank complies the awareness of the im-

portance of the e-services  

F 

The bank complies to separate the e-culture 

among the client and employment  

G 
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Table (3): The infrastructure requirements factor 

 

 

Figure (3): The infrastructure requirements factor 

Table (3) and Figure (3) show a positive side for 

the e-services at Yemen bank, all respondents 

agreed that their banks have powerful databases 

systems and powerful security programs to protect 

their systems; also it has good maintenance sys-

tems to support networking and software. The 

weakest point in this factor was the lack of clear 

laws for the e-services. The absence of the clear 

laws and legal rules affected the e-services in 

great deal where no respondent indicated the exits 

of these laws and rules. 

“Employees” is the fourth factor. It aims to gather 

information about the following statements: the 

employees have enthusiasm to work through im-

plementing e-services, the employees have the 

skills to use a computer in a good way, the em-

ployees have the skills to work on the Internet, the 

employees are encouraged to participate in the 

decision making process, the employees have full 

comprehension of the importance of the e-

services, the employees have the skill to use the 

hardware and software, and the employees have 

high salaries(see table(4)).  

 

The infrastructure requirements factor 

The bank has powerful database systems A 

The bank has powerful security programs to 

protect its systems  

B 

The bank has a dynamic website on the Inter-

net 

C 

The bank has systems on its website allowing 

clients to interact with it 

D 

The bank has security systems to protect its 

transactions over the Internet   

E 

The bank has good maintenance to support its 

networking and software 

F 

The bank offers various training courses to 

develop its employees in using modern tech-

nologies 

G 

There are clear laws for the e-services H 

The bank works on awareness for clients 

through showing the importance of the e-

services 

I 
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Table (4): The Employees factor 

 

 

Figure (4): The Employees factor 

 

Again the humanistic aspect is still the weakness 

point; table (4) and Figure (4) show that the em-

ployees don‟t have full comprehension of the im-

portance of the e-services to understand the im-

portance of the e-services. All respondents indi-

cates that employees have good skills to use com-

puter but they do not have enough skills to use 

Internet, also the employees do not participate in 

decision making and this point makes them far 

from the reasons and benefits of the new develop-

ing. When we came to the economic aspect, we 

can see that 80% of the respondents pointed that 

the employees do not get good salaries. 

“Clients” is the fifth factor. It aims to gathering 

information about the following statements: the 

clients interact with the bank website, the clients 

show trust in the bank systems on the Internet, the 

clients have proper skills to use the e-services, the 

clients find quick responses to their inquires in 

general, the clients find quick responses to the 

problems they face during electronic transactions, 

the clients can follow the progress of their trans-

actions through the bank website, the e-services is 

executed faster than the traditional way(see ta-

ble(5)).  

From our previous studies we can understand the 

importance of clients for success of e-services. 

They are the only part which makes the e-services 

useful and gets the benefits. 

The Employees factor 

The employees have enthusiasm to work 

through implementing e-services 

A 

The employees have the skills to use a 

computer in a good way 

B 

The employees have the skills to work on 

the Internet 

C 

The employees are encouraged to partici-

pate in the decision making process 

D 

The employees have full comprehension 

of the importance of the e-services  

E 

The employees have the skill to use the 

hardware and software 

F 

The employees have high salaries  G 
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Table (5): The Clients factor 

 

 
 

Figure (5): The Clients factor 

 

Table (5) and Figure (5) show that there is a lim-

ited interaction between clients and the bank e-

services.  Many reasons might be behind this, first 

and as shown from the respondents answers the 

clients do not get quick responses to the problems 

they face during electronic transactions, the cli-

ents can not follow the progress of their transac-

tions easily, and the trust is still a main problem 

between the clients and the e-services. 

Conclusion 

From table (6) and figures (6-a, 6-b, 6-c) which 

presented our five main factors; The requirements 

that supported by top management factor, The 

managerial requirements to support e-services fac-

tor, The infrastructure requirements factor, The 

Employees factor, The Clients factor. We can 

come up to the following results; the Yemen 

banks have good infrastructure requirements, 

good top management supporting especially in the 

understanding of the importance of e-services.  

A The requirements that are supported by top 

management factor 

B The managerial requirements to support e-

services factor 

C The infrastructure requirements factor 

D The employees factor 

E The clients factor 

 

Table (6): Factors Information 

The Clients factor  

The clients interact with the bank website A 

The clients show trust in the bank systems on 

the Internet 

B 

The clients have proper skills to use the e-

services 

C 

The clients find quick responses to their in-

quires in general 

D 

The clients find quick responses to the prob-

lems they face during electronic transactions  

E 

The clients can follow the progress of their 

transactions through the bank website 

F 

The e-services is executed faster than the tra-

ditional way 

G 
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On the other hand the main problems were; the e-

services laws and rules have not been established 

completely and clearly. The human aspect and e-

culture still impact the success of e-services; em-

ployees do not have good training courses, they 

do not have good salaries to encourage them to 

work with e-services. The clients‟ attention isn‟t 

drawn to the importance of the e-services and the 

trust isn‟t built strongly between the clients and 

the e-services. 

 

Recommendation   

Yemen as one of the developing countries face a 

lot of economic problems which are always con-

sider as big barriers when apply the new technol-

ogy as e-services. From our research results and 

analysis we can come up with the following rec-

ommendation:- 

 The e-services laws and protection rules 

should be set and announced to build the trust 

and confidence to use e-services.  

 Paying attention to qualify the employees and 

offer local and abroad training courses. 

 Building new relationship with employees by 

giving them more shares in the decisions tak-

ing and respects their suggestion. 

 Building strong trust between clients and the 

e-services by the applying a quick response to 

their queries and problems they face during 

their use of e-services and give them the 

methods and ways to follow their transactions 

progress.  

 

 

 

17% 

22% 

30% 

16% 

15% 

Figure (6-a): YES 

A B C D E

22% 

8% 

33% 

11% 

26% 

Figure (6-b): NO 

A B C D E

20% 

18% 

18% 

23% 

21% 

Figure (6-c): SORT OF 

A B C D E
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Abstract 

In last years, the vital data of sportsmen at the time of exercise and 

game have been used to plan efficient exercise and elude injuries and 

diseases, where a vital sensor node is frequently installed at the chest 

position of a sportsman. One of the major problems is that a tri-axis ac-

celerometer sensor should be installed at a different position such as 

rear waist for exact energy expenditure (EE) evaluation whereas an 

electrocardiogram (ECG) sensor should be separately installed at a chest 

position for exact heart rate (HR) evaluation.  

In this paper, afresh Development a wireless waist-mounted vital sensor 

node for both EE and HR evaluation. First of all, to select a microcon-

troller applicable for the data processing in the vital sensor node, we 

computationally compared three microcontrollers in requirements of 

energy consumption necessary for the vital data processing. The match-

ing showed that LPC1768 is the most power- saving candidate, so then 

designed and realized prototype vital sensor node utilization LPC1768.  
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Introduction 
 

Recently, in the field of sports, the vital data of 

sportsmen at the time of exercise and game have 

been used for analyzing their physical strength 

and preventing injury. Wireless vital data collec-

tion system [1] has drawn much attention for real-

izing real-time monitoring of sportsmen‟ perfor-

mance, which is helpful for their coach and trainer 

on the field. Here, important vital information in-

cludes heart rate (HR), energy expenditure (EE) 

and body temperature (BT). 

Wan-Young Chung and his teams [4], had 

designed a non-intrusive healthcare system, This 

system was designed for a wide area coverage 

which is based on wireless sensor network to 

support RF transmission, Through this project, 

they developed a system that allows transmitting 

physiologic data in wireless sensor network using 

IEEE 802.15.4. The data were transmitted to a 

base station which is connected to a server PC 

from on-body wearable sensor device, which 

consist of wearable USN node, wrist pulse 

oximeter and chest sensor belt. 

Tia Gao's team [5] designed their prototype of 

patient monitoring and tracking systems based on 

CodeBlue project This prototype consists of a 

wearable computer that attached to the patient 

wrist which known as smart dust or a mote which 

transmit the information to the first responder's 

tablet device continuously. This project allows 

data transmission uses the TinyOs Active 

Messages Protocol which is based on IEEE 

802.15.4. To allow indoor and outdoor usage, 

they implement the system with GPS to provide 

geolocation and indoor location detection system. 

This system is portable and can be use 

everywhere. 

Vital sensor nodes are often installed at the chest 

position of a sportsman because an electrocardio-

gram (ECG) sensor is used for HR estimation, 

like SPIHPU from GPSports [2]. One of the main 

problems is that an ECG sensor should be in-

stalled closer to heart for correct HR evaluation, 

whereas a tri-axis accelerometer sensor should be 

separately installed at a waist position for accurate 

EE evaluation [6]. 

To solve the problem, we have proposed a wire-

less waist-mounted vital sensor node, in which 

“HR evaluation using weak ECG signal sensed at 

waist position” is required. In our previous work, 

we have shown that such HR evaluation is possi-

ble, developing a time-domain signal processing 

technique for computing HR from the weak ECG 

signal and demonstrating its performance by an 

experiment [3].  

In this paper, we recently development a waist-

mounted wireless sensor node for transmitting 

vital data sensed from sportsman using the 920 

MHz frequency band. First of all, we discuss the 

signal processing capability necessary for the 

wireless waist-mounted vital sensor node. Then, 

we compare the productiveness of three candidate 

microcontrollers in terms of “power consump-

tion” and “accuracy” for the HR evaluation, and 

also discuss the trade-off between selection of mi-

crocontroller and resultant energy efficiency. Af-

ter selecting the best microcontroller out of the 

three candidates, we finally show the specifica-
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tions of a prototype vital sensor node using the 

selected microcontroller. 

The rest of the paper is organized as follows. Sec-

tion II shows the overview of our vital sensor 

node. Section III shows the requirements for mi-

crocontroller in our vital sensor node and com-

pares the three candidates. Section IV shows the 

design of our prototype vital sensor node. Finally, 

section V concludes the paper. 

 Overview of Vital Sensor Node 

Fig. 1.a shows the interconnection of measuring 

time and signal processing capability (perfor-

mance) required for the vital sensor node. The 

sensor node detects the ECG signal at a rear waist 

position far from heart, so the detected signal in-

evitably becomes very weak, resulting in re-

quirement of a very high-gain amplifier in the an-

alog part and a bandpass filter of higher order in 

the digital part. Therefore, our proposed sensor 

node needs a high performance microcontroller. 

On the other hand, the Holter monitor for the 

medical purpose should be workable with a small 

battery for more than 48 hours, and in addition the 

activity monitor for healthcare purpose needs 

much longer battery lifetime such as more than 

several months. However, taking into considera-

tion that exercise and game periods in common 

sports are characteristically less than two hours, 

our proposed sensor node can select a high per-

formance microcontroller as long as it can run for 

only few hours. 

Fig. 1.b shows the functional overview of the vital 

sensor node. The sensed ECG signal, tri-axis ac-

celeration signal and BT signal are input to the 

sensor node, the HR and EE are correspondingly 

evaluated by using the ECG signal and the accel-

eration signal, and finally, the evaluated data are 

transmitted to the data collection nodes put 

around a field with transmission power of 20 mW 

and the data transmission rate of 100 kb/s via a 

wireless channel in the 920 MHz frequency band. 

Note that all the functions of the sensor node, 

such as vital signal detection, processing and 

transmission, are driven by a small Lithium Ion 

Polymer battery for light weight. 

 

 

 

(a) 

 
(b) 

Fig. 1.a Measuring time/signal processing capa-

bility for our sensor node, b. Functional overview 

of the vital sensor node. 

 

Choice of Microcontroller 
Matching Of Microcontrollers 

 
The vital sensor node is composed of three parts: 

a microcontroller, an analog circuit for ECG, and 

a wireless module. The microcontroller has ap-
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proximately 50 % of all power consumption if it 

does not sleep during an entire exercise or game 

period. Since the power consumption depends on 

microcontroller‟s architecture, operating frequen-

cy, voltage, and the amount of computation, it is 

important to select a microcontroller based on its 

performance. Therefore, we provide candidates of 

microcontroller‟s applicable for the vital signal 

processing. 

 

Table I Specifications of the microcontrollers 
Microcontroller H8SX1655 PSoC5 

CY8C5568 

LPC1768 

ROM 512KB 256KB 512KB 

RAM 40KB 64KB 32KB(local) 

A/D channel 8ch DelSig1ch 8ch 

A/D bit 10bit 8 - 20bit 12bit 

Current(typ)  

@3.3V 

50mA 37mA 

@63MHz 

53mA 

Voltage 3.0-3.6V 2.7-5.5V 2.4-3.6V 

Clock on EVB 48MHz 60MHz 96MHz 

 

The microcontroller for the vital sensor node re-

quires at least an     interface for the sensor of 

tri-axis accelerometer and BT, an A/D conversion 

channel for ECG, and a UART interface for the 

wireless module. Furthermore, it requires a suffi-

cient capacity of RAM for the signal processing, 

and the high speed performance to be able to fin-

ish the signal processing within the vital data 

transmission interval. We list three candidates of 

32-bit microcontrollers to satisfy the conditions; 

the first microcontroller is H8SX1655 of Renesas 

Electronics, where the development environment 

is Eclipse + KPIT GNU Toolchain, the second 

microcontroller is PSoC5 CY8C5568 of Cypress 

Semiconductor, where the development environ-

ment is PSoC Creator, and finally the third micro-

controller is LPC1768 of NXP, where the devel-

opment environment is embed. Table I summariz-

es the specifications of the microcontrollers. We 

numerically compared the three microcontrollers 

in terms of energy efficiency. Note that the source 

code was written in C or C++ and the software 

was implemented using compiler and math library 

of each environment. 

 Evaluation of Microcontrollers 

The evaluation has two steps as follows. In the 

preparation step, in order to prepare reproducible 

ECG signal data, some data samples were exper-

imentally recorded to PC files with 10 bits in 100 

Hz format. Each sample has 15-minute digital da-

ta with 5 sets of 2-minute walk and 1-minute 

break. In the evaluation step, one of the samples 

was sent to a microcontroller via the audio I/F of 

PC. After the reproduced ECG signal is sampled 

again in 100Hz by the microcontroller, the HR 

value is calculated every second. In more detail, 

the ECG signal is passed through an FIR filter, 

then an HR value is calculated by a time domain 

threshold method, and finally, an HR value aver-

aged over 10 seconds is output [3]. 

We implemented the software with both a fixed-

point and floating-point computations. The com-

putation time was measured by the internal timer. 

Here, as the numbers of taps of the FIR filter in-

creases, the more the energy consumption in-

creases, because the microcontroller can go to 

sleep when it does not have to execute the compu-

tation. 

We assumed that the sum of the energy consump-

tion at the wireless module and the analog circuit 

was 930.4 J in 3.3 V 40 mA for 2 hours. Since a 

110 mAh battery has 1306.8 J, the rest of the bat-

tery (376.4 J) can be used for the microcontroller 

for 2-hour processing. On the other hand, if small 
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90 mAh battery is chosen, the microcontroller can 

use 138.6 J for 2 hours. 

 

 a 

 
b 

Fig. 2.a Energy consumption for 2 hours versus 

the number of the taps of the FIR filter, b. The 

RMSE of HR versus the number of taps of the 

FIR filter. 

 

 

Fig. 2.a shows the energy consumption for 2 

hours versus the number of taps of the FIR filter. 

When we implement the FIR filter of 127 taps for 

floating-point computation, LPC1768 gives the 

lowest energy consumption of 34 J, PSoC5 gives 

the second lowest energy consumption of 112 J, 

and H8SX1655 gives the highest energy con-

sumption of 534 J. The order of microcontrollers 

is the same for the energy consumption for fixed-

point computation, namely, LPC1768, PSoC5 and 

H8SX1655 give the energy consumption of 5 J, 

85 J and 172 J, respectively. Consequently, from 

the result, we can conclude that LPC1768 is the 

most energy efficient among the three microcon-

trollers. 

We also studied how the fixed-point computation 

affected HR. In the HR calculation, rounding off 

errors are stored in the coefficient parts of the FIR 

filter, so we compared the root-mean-square error 

(RMSE) of HR between the fixed-point and float-

ing-point computations. Fig. 2.b shows the RMSE 

of HR versus the number of the taps of the FIR 

filter. We can see that the fixedpoint calculation 

does not affect much the HR calculation accuracy 

in the region from 31 to 255 taps. 

Development of Vital Sensor Node 

We have designed and implemented a prototype 

of the vital sensor node using LPC1768 on a 

printed circuit board (PCB). Table II shows the 

specifications of the vital sensor node. 

Table ii. The specifications of the vital sensor 

Size 60 x 75 mm 

Weight 33 g 

Wireless frequency 920 MHz 

ECG sampling rate < 100 Hz 

Tri-axis acceleration sampling rate < 100 Hz 

Tri-axis acceleration measurement 

range 

± 16 g 

Temperature accuracy ±      C 

Fig. 3 shows the photo of the vital sensor node on 

the PCB. There are the wireless module in the 

left, the tri-axis acceleration sensor in the upper 

left, and the LPC1768 in the center. The upper 

connectors are for BT sensors, etc. 

 
Fig. 3. Photo of the vital sensor node on the PCB. 
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Conclusion 

 
In this paper, to realize a wireless vital 

sensor node workable at a waist position with a 

small battery, which is applicable for sportsmen in 

sports exercise and game, we discussed the capa-

bility of required microcontroller and evaluated 

the energy efficiency for three microcontroller 

candidates. Based on the numerical result, we de-

signed a prototype vital sensor node and finally 

implemented it on a PCB. Our future investigation 

is to experimentally evaluate the wireless vital 

sensor node put to sportsmen during exercise and 

game. 
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Abstract 

Morphological disambiguation is the ability to computationally determine 

which morphological tag of a word is activated by its use in a particular 

context. The main problem in statistical morphological disambiguation of 

rich morphological languages is data sparseness, where the level of ambi-

guity is high and the potential tagset size is very large. This paper investi-

gates several fully supervised stochastic morphological disambiguation ap-

proaches for morphologically rich languages, with a specific application to 

Arabic. First, this paper evaluates the direct statistical disambiguation 

method in which only one tagging model is used. In this approach, each 

word is assigned a complex morphological tag. In addition, this paper in-

troduces the single-attribute classifiers combination method in which the 

problem is decomposed into several single-attribute disambiguation sub-

problems. Then, a classifier combination method, which consists of several 

trigram HMM tagging models and a module which combines them, is 

used. Results show that the first method suffers from data sparseness and 

has large tagging time and the second one has low tagging accuracy. Final-

ly, the paper present a novel approach based on the combination of several 

N-attributes morpheme-based probabilistic classifiers. First, the morpho-

logical disambiguation problem is decoupled into several N-attributes tag-

ging sub-problems. Then, several classifiers are used to solve each sub-

problem. Finally, the outcomes of all N-attributes classifiers are combined. 

Several problem decomposition methods and classifiers combination algo-

rithms are investigated. The triple-attributes (N=3) stochastic classifier 

combination model provides an overall tagging accuracy of 91.5%, reduce 

the data sparseness problem and saves run time over the direct approaches. 
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Introduction  

Morphological Disambiguation, also known 

word-class syntactic tagging or fine-grained part  

of speech (POS) tagging [1-3], is an intermediate 

layer between morphological and syntactic analy-

sis in which each word appearing in a text is as-

signed an unambiguous morphological tag [4]. It 

can also be defined as the ability to computation-

ally determine which morphological tag of a word 

is activated by its use in a particular context. In 

morphological disambiguation, the POS tag set is 

more fine-grained and defined in terms of mor-

phological and grammatical attributes (features) 

characterizing word structure. Tagging for POS  

alone would  not  solve  the  morphological dis-

ambiguation problem[5].  With the term morpho-

logical tag, we mean the morphological attributes 

of a word such as POS, person, number, gender 

and tense. Tagging with fine-grained tag set is an 

important step for many NLP tasks such as syntax 

parsing, word sense disambiguation, semantic 

parsing analysis and language modeling for 

speech recognition. 

Arabic, like other Semitic languages, has rich 

inflectional, derivational and templatic morpholo-

gy [6-8]. The main important qualitative distinc-

tion between the typical POS tagging in simple 

languages and the morphological disambiguation 

is the large number of possible tags that can be 

assigned to a word.  Unfortunately, the high num-

ber of possible tags poses data sparseness chal-

lenge for the typical statistical models[1].  A large 

and fine-grained tag set may enrich the supplied 

information but the performance of the tagging 

model may decrease. Morphological ambiguity is 

very difficult problem in Arabic and some other 

languages (Levinger, et al., 1995). Thus, finding 

methods  to  reduce  the morphological ambiguity  

in  the  language  is  a  great  challenge  for NLP 

researchers . In fact, a much richer model is re-

quired to be designed to capture the encoded in-

formation when using a fine grained tag set and 

hence, it is more difficult to learn [9]. In addition, 

the situation becomes more serious in a low-

resource setting. 

In general, most previous studies have been 

treated the morphological disambiguation prob-

lem either as a single classification problem and 

tackled all morphological and grammatical attrib-

utes together in one step or as a combination of  

multiple classification sub-problems, each one is  

a single morphological attribute classification  

problem. In the first approach, each word or sub-

word (morpheme) in the training data is labeled 

with a composite tag which can be mapped into a 

vector of values of grammatical categories”<------

---->”[10].  Each morphological and grammatical 

attribute (morphological properties) has slot “-“of 

this vector (positional notation).  The first slot is 

usually filled by one of the POS attribute values. 

Each one of the remaining  slot can only contain 

one of its morphological attribute values or null”-

”  if its  morphological attribute is  irrelevant for 

the POS value in the first slot. The tag set consists 

of all possible combination of the values of these 

morphological and grammatical attributes.  The 

potential tag set size is very large especially with 
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morphology rich languages. However, this ap-

proach suffers from the data sparseness. In fact, to 

ensure statistical significance, a very large train-

ing data are required. Even if the training data are 

very large, it is impossible to avoid the problems 

of data sparseness and out of word-tag pairs i.e. 

not all words in the training data have all their 

possible tags in the training data. Moreover, word-

tag or morpheme-tag pairs that appeared with a 

statistically insignificant frequency will be as-

signed a poor probability estimate. 

In the second approach, the morphological dis-

ambiguation problem is decomposed into m dis-

ambiguation sub-problems. This is done by divid-

ing the training data into m training data. Alt-

hough each of these data contains the same words, 

every one of them is tagged using a different mor-

phological attribute. Then, a classifier combina-

tion method, which consists of several simple 

classifiers and a module which combines them, is 

used. In fact, this method does not suffer from da-

ta sparseness. However,  it is less accurate than 

direct method and it  requires a sophisticated 

combination algorithm to re-impose the linguistic 

dependencies that is lost during the problem de-

composition[11, 12]. 

In this paper, we evaluate, compare and con-

trast these two approaches in morphologically rich 

languages, with a specific application to Arabic. 

Moreover, this paper proposes a new approach to 

the morphological disambiguation problem. This 

method is also based on dividing the morphologi-

cal disambiguation problem into multiple classifi-

cation problems. Unlike previous work, the mor-

phological disambiguation problem is divided into 

several N-attributes classification problems to 

balance between the sparseness problem and the 

loss of the linguistic dependencies. Then, each 

classification problem is solved independently 

using a trigram HMM classifier. After that, a 

combination algorithm is used to combine the in-

termediate results of these classifiers to generate 

the final result.  

The paper is organized as follows:  In Section 

2, we will review the previous approaches to the 

morphological disambiguation problem. In Sec-

tion 3, we present relevant linguistic properties 

and the morphological ambiguity in Arabic. In 

Section 4, we introduce the data used and the 

morphological tag set. In Section 5, we formalize 

the morphological disambiguation problem in sta-

tistical context. In Section 6, we introduce our n-

attributes classifier combination approaches and 

give our experimental results. Finally, we con-

clude in Section 7. 

Related Works 

Several works have been developed for morpho-

logical tagging of agglutinative or highly inflec-

tional languages such as Turkish, Hebrew and 

German. In the case of language where the mor-

phology is simple, morphological disambiguation 

is generally covered under the task of simple POS 

tagging. The main morphological attributes are 

embedded in the tag name (for example, Ns and 

Np for noun singular or plural). In this section, we 

review related work on morphological tagging for 
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morphologically rich languages. Turkish words 

have been actively studied since the seminal work 

from  Oflazer and Kuruoz [13] that used con-

straint-based approach with hand crafted rules for 

Turkish morphological disambiguation. They se-

lect the right morphological tag based on local 

neighborhood constraints, heuristics and limited 

amount of statistics. 

Arabic morphological disambiguation has not 

been studied extensively, especially using statisti-

cal approaches. In fact, the main reason is the lack 

of free publicity morphologically annotated cor-

pora. Recently, a morphologically annotated ver-

sion of the Quranic Arabic Corpus has become 

freely available through the Quranic Arabic Cor-

pus project[14]. This facilitates, at least to some 

extent, the application of advanced machine learn-

ing techniques to the problem of Arabic morpho-

logical disambiguation. However, Habash and 

Rambow [15] and Smith et al.[16]  worked to ad-

dress the problem of Arabic morphological dis-

ambiguation. These two works utilize Buckwalter 

Arabic Morphological Analyzer (BAMA).  Their 

approaches are based on disambiguation the out-

put of BAMA i.e. they choose among a limited 

number of possible tags given by BAMA instead 

of considering all possible tags that a word may 

take. However, only Arabic words which can be 

analyzed by BAMA can be disambiguated. If the 

correct output is not enumerated by the morpho-

logical analyzer, it cannot be predicted.  

In this paper, several statistical morphological 

disambiguation approaches are investigated for 

morphologically rich languages, with a specific 

application to Arabic. All these approaches are 

fully supervised, stochastic and dictionary-free. 

The proposed methods only uses morphological-

ly-tagged corpus as an information source, and 

can automatically acquire a knowledge base from 

this corpus. It can be applied not only to Arabic 

language but also to other morphologically rich 

languages. This study first compare and contrast 

direct classification method and single attribute 

classifiers combination method. Furthermore, this 

work also designs a better method to handle the 

morphological disambiguation which balances 

between these two approaches. In this method the 

morphological disambiguation problem is decom-

posed into several N-attribute classification prob-

lems. The main idea of this method is to avoid the 

data sparseness problem and to retain the linguis-

tic dependencies between the morphological at-

tributes. 

Data and the morphological tag set 

In this work, the data used is the morphologically 

annotated version of the Quranic Arabic 

Corpus[14, 17]. In this version, each word is an-

notated with its full morphological information 

including the POS tags of its morphemes. The 

Quranic Arabic Corpus is an annotated linguistic 

resource which shows the Arabic grammar, syntax 

and morphology for each word in the Holy Quran, 

the religious book of Islam which is written in 

classical Quranic Arabic (c. 600 CE). The Quranic 

Arabic Corpus consists of 77,430 words of the 

Quranic Arabic. In fact, we have used a mor-

pheme-based version which consists of about 

128219 tokens.  The Qur'an is always published in 
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fully vocalized versions.  For the purpose of this 

work, we use fully unvocalized versions. All 

vowels are removed.  Nowadays, Arabic is written 

mostly in unvocalized script. Vowels (diacritics) 

are no longer used in printed or electronic Arabic 

text. Unvocalized Arabic texts are more ambigu-

ous than vocalized or partially-vocalized Arabic 

text. We have chosen the Quranic Arabic Corpus 

for training and testing our models, since it is the 

only free available morphologically annotated Ar-

abic corpus. However, our proposed models are 

language, data and tag set independent i.e. they 

can also be applied for any language, data and any 

tag set.  

The tag set (morphological tag set), used in this 

work, consists of multiple dimensions tags.  In 

addition to POS tags, multiple morphological fea-

tures are assigned to each morphological segment. 

In the original version, morphological tags are 

represented in concatenative forms. In this con-

catenative representation, only the relevant mor-

phological features are shown. Moreover, the de-

fault value of some morphological features is not 

shown such as the definiteness marker “Def”. 

However, as in [10], we represent morphological 

tags in slots form (-.-.-.-.-.-.-.); a tag consists of 7 

slots separated by dots; each position (slot) repre-

sents a feature and the tag value (letter, number or 

three letters) at that location represents a value or 

attribute of the morphological feature. The dash “-

” represents a feature not relevant to a given word. 

The first slot shows the main POS.  The slots 2, 3, 

4, 5, 6 and 7 are used to represent other morpho-

logical features: person, gender, definiteness, 

number, tense and voice, respectively.  

 

Problem Definition: The Statistical Morpho-

logical Tagging 

 

In this paper, the Arabic Trigram HMM tag-

ger [18, 19] is used as the basic classifier in 

our environment. In this context, the mor-

phological disambiguation problem is for-

mally defined as follows: given a sequence 

of words, 1 1,.....,s
sw w w , find the best  se-

quence of morphological tags  

1 1,.....,s
smt mt mt  of the words. This can be 

formulated as follows: 

   
1

1 1 2

1

arg max | . |,
st

s

i

s
i i i i imt p mt mt t p mtm w 
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F s d p
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The simplest way to compute the parameters for 

the HMM is to use relative frequency estimation, 

which is to count the frequencies of word/tag and 

tag/tag. This way is called maximum likelihood 

estimation. However, data tend to be sparse espe-

cially with the large size of the morphological tag 

set and the small size of the training data. Due to 

this, the transition probabilities are smoothed us-

ing the linear interpolation of unigram, bigram 
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and trigram maximum likelihood estimates in or-

der to estimate the trigram transition probability. 

In any tagging system, we frequently encounter 

words that do not appear in training data especial-

ly when only a limited amount of training material 

is available. The existence of such words is one of 

the main problems in any tagging system, since 

the statistical information of these words is una-

vailable. Unknown words are usually handled by 

an exceptional processing. Accuracy of unknown 

words is usually much lower than that for known 

words. 

For handling unknown words, the Arabic HMM 

tagger uses a lexical model based on the linear 

interpolation of both word suffix probability and 

word prefix probability. Briefly, the model esti-

mates the lexical probabilities of unknown words 

as follows: Given an unknown word w, the suffix 

probabilities  ( ) |P suffix w mt are estimated using 

the suffix guessing algorithm as described in 

(Brant,2000). Then, the lexical probabilities 

( ( ) | ) P prefix w mt are also estimated using the 

same way, but, the letters in the words are re-

versed before adding them to the new word tree in 

order to find the prefix probability. Finally, we 

use the linear interpolation of both the lexical 

probabilities obtained from both the word suffix 

and prefix to calculate the lexical probability of 

the word w as in the following Equation: 

   | ( ) |  (1- ) ( ( ) | ) P w mt P suffix w mt P prefix w mt    

where   is an interpolation factor.  

N-Attribute Classifiers Combination Algo-

rithm   

 

Our methods for morphological disambiguation 

problem are based on the decomposition of the M 

N-attributes disambiguation sub-problems by 

grouping the morphological attributes into M 

groups. Each group contains N attributes. These 

methods have to avoid the data sparseness prob-

lem and to retain the linguistic dependencies be-

tween the morphological attributes.  

However, the problem decomposition and m-

attribute classifiers combination algorithm is as 

follow (see Figure 1):  

1. First, group the morphological attributes 

 1 2 3 4 5 6 7, , , , , ,F F F F F F F into M groups

 1 2, ,...., MG G G , where 1 M  7 and i jG G if i

 j. Each group contains N morphological at-

tributes.  

2. Second, the problem is decomposed into M 

tagging sub-problems. To do so, M 

 1 2, ,...., MD D D different training data are gen-

erated from the training corpus. All training 

data contains the same words. Each training 

data iD is tagged with the possible combination 

of the morphological attributes of group iG .  

3. Third, M classifiers  1 2, ,...., MC C C  are used, 

each classifier is a trigram HMM tagger, and 

each classifier iC is trained using iD . 

4. Thirdly, each classifier is tested using a test 

set that is tagged using the same tag set as in 

the data used to train it.  Each classifier pre-

dicts only small set, N, of the seven morpho-

logical attributes. Every classifier produces its 
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own intermediate result which is annotated us-

ing the same annotation scheme of the training 

data used to train this classifier. 

5. Finally, the intermediate results are combined 

using a combination algorithm to produce the 

final result. 

 

 

Figure 1 Problem decomposition and classifiers com-

bination algorithm 

Evaluation  

In the following subsections, we will first evaluate 

typical HMM POS tagging models for Arabic fi-

ne-grained POS tagging (direct classification 

method) for morphological disambiguation prob-

lem. Then, we will introduce several methods of 

morphological problem decomposition and classi-

fiers combination and evaluate them. In all the 

experiments described in this paper, the term clas-

sifier refers to the Arabic trigram HMM tagging 

model. In addition, the data sets are split into two 

sets; training set 89.1% and test set 10.9 %. 

Direct Disambiguation Methods 

According to Equation (1), standard POS tagging 

techniques can be used directly to handle the 

morphological disambiguation problem. However 

in this experiment, we directly train and test both 

Arabic HMM tagger with the linear interpolation 

guessing model and the TnT tagger using the 

morphologically annotated Arabic Quranic Cor-

pus (M=1). Each word is tagged with a composite 

tag (N=7). The results of both tagging models are 

shown in Table 1.  The results show that Arabic 

Trigram HMM outperforms the TnT Tagger. 

However, the testing time (tagging time) of both 

taggers is so large due to the tag set size. Essen-

tially the time complexity of trigram HMM-based 

tagger is 3( )O n T [20], where n is the number of 

words in the target sentence and T is the size of 

tag set. In this case, the direct method for morpho-

logical disambiguation problem T is very large,

 1 2 3 4 5 6 7T MT F F F F F F F        . The major 

factor that affects the performance of HMM-based 

tagger becomes the size of the tag transition prob-

ability set. The larger the size of training probabil-

ity set or tag set, the more time it will take. There-

fore it is noticed that when V is the size of vocab-

ulary, and T MT  is the number of tags, the 

space complexity for trigram HMM-based tagger 

is 3( )O V T . 

Table 1: Results of direct classification methods 

Model 
Unknown 

% 

Overall 

% 

Training 

Time 

Testing 

Time 

TnT Tagger 33.3 90.33 0.30 23.25 

Arabic 

Trigram 

HMM with 

the  Linear 

Interpolation  

48.7 91.03 0.30 23.37 
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Single Morphological Attribute Classifiers 

Combination  

 

In this experiment, seven (M=7) new training data 

{D1, D2,…, D7} are created from the original 

training data.  Each one is tagged with the possi-

ble values of only single attribute (N=1). The first 

one is tagged with all POS tags, the second one is 

tagged with all Person tags {1, 2, 3,-} and so one.  

Each training data has its own tag set. Then, we 

use seven trigram HMM classifiers {C1, C2,….., 

C7}.  Each classifier Ci is trained with training da-

ta Di.  After that, each classifier is tested using the 

same test set.  Each classifier predicts a small set 

of possible values of one morphological attribute. 

The first one is used to predict POS tags; the se-

cond one is used to predict person tags and so on. 

Using the experiment setup in the previous sec-

tion, the intermediate results of all the simple 

classifiers are shown in Table 2. As shown in the 

table, the tagging performance of the trigram 

HMM classifier (all the classifiers are trigram 

HMM classifiers.) varies among the morphologi-

cal attributes. The classifier achieves the highest 

overall tagging accuracy (98.13%) on voice at-

tribute and the lowest overall tagging accuracy 

(94.27%) on POS attribute. It is also interesting to 

note that the unknown word handler algorithm 

(the linear interpolation guessing algorithm), 

which has achieved considerable success in guess-

ing the POS of unknown words, has a modest per-

formance in guessing the other morphological at-

tributes of unknown words. In fact, the lexical 

features used for unknown words POS tags, their 

suffixes and prefixes, are not appropriate for 

guessing some of their other morphological at-

tributes. For example, the  Arabic nouns are de-

termined or made definite by prefixing the defi-

nite article /al-/; by using the noun as first term of 

an iDaafa (annexation structure); or by suffixing a 

possessive pronoun to the noun. In Arabic writing, 

the definite article and possessive pronouns are 

always attached to the stem. However, because we 

are using segmented version of the Arabic 

Quranic Corpus (morpheme-based version), these 

clitic are separated from the stem and represented 

as standalone units. In this case, we think that uti-

lizing the lexical features of the context (previous 

and next words) is more appropriate than the lexi-

cal features of the word itself.  Moreover, the    

indefinite markers (suffix sound), which corre-

sponds to the use of “a” or “an” in English, are no 

longer used in most of the modern Arabic writing 

(and also we used unvocalized version of the Ara-

bic Quranic Corpus).  

Table 2. Intermediate results of all the simple (seven) 

classifiers 
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1 

POS 4

5 

86.1

3 94.27 

0.048

9 0.446 

C

2 

D

2 

Person 4 82.0

0 96.27 

0.034

7 

0.040

2 

C
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D

3 

Gender 3 

75.5 96.11 

0.033

2 

0.045
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Definitene
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3 

68.8 95.75 

0.032
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0.043
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61.6 94.73 

0.033
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0.040
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Finally, a hierarchical combinations algorithm is 

used to combine these intermediate results. The 

hierarchical combination tries to incorporate more 

linguistic dependencies which have been lost be-

tween the classifiers outcomes. However, not all 

attributes are relevant to all POS tags. For exam-

ple, nouns have values for „definition‟, „gender‟, 

„number‟ and „person‟ and can only have „irrele-

vant‟ as the possible value for „tense‟ and 

„voice‟‟. Conjunctions have no attributes with 

values other than „irrelevant‟. In this method, we 

first predict the main POS of the target word, and 

take this prediction to be true.  We then combine 

the outcomes of only a subset of the other classifi-

ers, determined by the main POS.  For example, if 

the output of the POS classifier is noun, we do not 

have to look into the output of the classifiers 

which predict the „tense‟ and „voice‟‟ morpholog-

ical attributes or even to run them. The results of 

the hierarchical combination are shown in Table 

3.  The results, in both Table 1 and Table 3 , show 

that even we have achieved  high single  attribute 

morphological  tagging accuracy, the combined 

results is so low compared to the direct classifica-

tion. This can be returned knowing  that breaking 

down the morphological disambiguation into 

many single morphological attribute tagging prob-

lems leads to lose a lot of linguistic dependencies 

which are exist between these attributes, explains 

this result. 

In general, both methods, direct classification 

method and single-attribute classifiers combina-

tion method, have advantage and disadvantages. 

The direct classification method is more accurate 

and it retains the linguistic dependencies between 

the morphological attributes. However, it causes 

data sparseness and its performance is so slow. On 

the other hand, the single-attribute classifiers 

combination method is very fast and it does not 

suffer from data sparseness problem. The time 

complexity of single morphological attribute clas-

sifiers combination method is small

3 3 3 3
1 2 7 1( ) ( ) .... ( ) ( ) ( )O n F O n F O n F O n O n F         , where 

3( )iO n F is the time complexity of classifier Ci and 

( )O n is the combination algorithm‟s time complex-

ity. However, it is less accurate and it does not 

preserve the linguistic dependencies between the 

morphological attributes. From that, it is clear that 

to design a better way to handle morphological 

disambiguation, we should balance between the 

two ways. In the next subsections, we describe N-

attribute classifier combination methods, where 

N=2 and N=3.. 

Table 3:  Results of the single-attribute classifiers combina-

tion method 

Combination Type 
Unknown 

% 

Overall 

% 

Testing 

Time 

Simple Combination 30.17 84.67 0.446 

Hierarchical Combi-

nation 
30.66 85.00 0.49 

 

Pair-Attributes Classifiers Combination  

  

The main idea behind this decomposition is that 

POS attribute is the main morphological attribute 

and the other morphological attributes are POS-

specific.  The number of related attributes is fixed 

for each main POS category. In this method, the 

original training data is decomposed into six 

(M=6) new training data {D1, D2,…, D6 }. Each 

one of these training data is tagged with the possi-
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ble values which resulted from the combination of 

two (N=2) morphological attributes. The six mor-

phological groups are POS.Person, POS.Number, 

POS.Gender,  POS.Definiteness, POS.Tense and 

POS.Voice. Then, six classifiers {C1, C2,….., C6} 

are used.  Each classifier Ci is trained with train-

ing data Di.  Each classifier predicts a small set of 

possible values resulted from the combination of 

two morphological attributes (POS and one of the 

remaining morphological attributes). The inter-

mediate results of all these classifiers are shown 

in Table 4. 

Table 4.  Intermediate results of all the pair-attributes 

classifiers 
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Finally, a majority and hierarchical combination 

algorithm is used to combine these intermediate 

results. As shown in Table 4, each classifier pre-

dicts for each word a POS tag and a value of addi-

tional morphological attribute. The predicted POS 

tags for a word may differ from classifier to an-

other.  In this case, we select POS tag which is 

predicated by the majority. If there is no majority, 

we select the POS tag that is predicated by the 

group which includes the classifier whose POS 

tagging accuracy is the highest. The POS tagging 

accuracy of each classifier is shown in Table 5. 

From these results, we have two important obser-

vations. First, the POS tagging accuracy, when 

tagged with additional attribute is better than the 

POS tagging accuracy when tagged alone (see the 

result of classifier C1 in Table 4). This means us-

ing additional attributes helps to disambiguate the 

main POS tag. Second, the majority combination 

algorithm gives higher POS tagging result than 

the best classifier.  After the POS tag is chosen, 

we select the output of the relevant attributes‟ 

classifiers.  For example, if the majority of the 

classifiers {C1,C2,C3,C4 and C5} choose  the 

“ADJ” as the correct POS tags for the target word 

, we then look into the outcomes of classifiers 

C1(for Person),C3 (for definiteness)and C4 (for 

number) and ignore other classifiers. The results 

of the majority and hierarchical combination are 

shown in Table 6. The results show that pair-

attributes classifiers combination method im-

proves the overall results (4.2%) over single-

attribute classifiers combination method.  Com-

pared to the direct classification, the direct classi-

fication works slightly better than that pair-

attributes classifiers combination method.  How-

ever, the pair-attributes classifiers combination 

method is much faster than direct classification. 

Table 5. POS overall tagging accuracies of pair-

attributes classifiers 

Classifiers Overall POS Tagging Accuracy  

C1 94.58 

C2 94.53 
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C3 94.28 

C4 94.58 

C5 94.44 

C6 94.33 

Majority 95.00 

 

Table 6, Results of the majority and hierarchical com-

bination method (pair-attributes classifiers) 
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Triple-Attributes Classifiers Combination 

 In this method, the seven morphological attributes is 

divided into three groups; each group contains three 

attributes. They are divided according to the following 

ideas:  

a) POS attribute is the main morphological 

attribute. Others are POS-specific. So, 

POS attribute is part of each group. 

b) Related or co-occurred attributes are 

grouped together. So, tense and voice at-

tributes are in the same group. 

c) Avoid sparseness i.e. attributes with less 

possible combinations are preferred to be 

together. So from the four  remaining  at-

tributes  Person(4 values), Gender(3 val-

ues), Definiteness(3 values) and Number(4 

values ), Person and Gender are selected to 

be in one group and the other two in an-

other group. 

According to that, the seven morphological attrib-

utes are divided into three sets, N=3: {POS, Per-

son, Gender},{ POS, Definiteness, Number }and 

{ POS , Tense , Voice }. Then, three, M=3, train-

ing data {D1, D2, D3} are created. Each one is 

tagged with the possible values of one of these 

sets. We use three classifiers, {C1,C2,C3} where 

classifier Ci is trained with training data Di.  The 

intermediate results of the three classifiers on the 

three training data are shown in Table 7. 

Table 7: Intermediate results of all the three-attribute 

classifiers 
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Finally, a combination algorithm is used to com-

bine these intermediate results. In the three-

attribute classifiers combination method, each 

classifier predicts for each word a triple tag 

(_._._). The first slot is for the POS tag. For the 

two remaining slots; each one is for a value of one 

of the two additional attribute. So, we have three 

POS tags, each one is predicted by one classifier. 

These three POS tags may be equal or different. If 

they are different, we choose the POS tag predict-

ed by the classifier (C1) whose POS tagging accu-

racy is the highest. C1 works better than all other 

classifiers and also works better than the majority 

voting. So, we do not use the majority voting 

combination technique. Instead, we directly use 
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the outcomes of C1. The POS tagging accuracy of 

each classifier is shown in Table 8. Moreover, the 

overall tagging accuracy of each attribute is 

shown in Table 9.  What is important to be noted 

here is that the POS overall tagging accuracy 

achieved by C1 is  high (95.20%) compared to 

most of full statistical models described before, 

especially C1, which is trained and tested using 

data annotated with only POS morphological at-

tributes. This indicates that including some mor-

phological attributes helps clearly to disambiguate 

the main POS tag. However, after the POS tag is 

selected; we look of the value of the relevant at-

tributes and ignore others. The results of the com-

bination are shown in Table 10. This result shows 

that the three (triple)-attribute classifiers combina-

tion algorithm achieves comparable accuracy with 

the direct classification algorithm. In addition, it 

also outperforms both single-attribute classifiers 

combination algorithm and pair-attribute classifi-

ers combination algorithm. However, this method 

is very fast and it does not suffer from data 

sparseness problem as the single-attributes classi-

fiers combination algorithm and it is accurate as 

the direct classification algorithm. Moreover, the 

three-attribute classifiers combination method is 

much faster than direct classification. The three 

(triple)-attribute classifiers combination algorithm 

provides a solution which compromises between 

the two extremes (the direct classification algo-

rithm and the single-attributes classifiers combi-

nation algorithm).  

Table 8:  Overall Tagging Accuracy of POS Attribute 

Achieved By the triple-Attributes Classifiers 

Classifiers Overall POS Tagging Accuracy 

C1 95.20 

C2 94.48 

C3 94.44 

Majority 95.10 

 

Table 9:  Overall tagging accuracy of each attribute 

achieved by the triple-attribute classifiers 

Attribute 
The Used 

Classifier 

Overall 

Accuracy 

Person  C1 97.65 

Gender  C1 97.62 

Definiteness C2 98.15 

Number C2 97.00 

Tense  C3 98.72 

Voice  C3 98.78 

Table 10 Results of the triple-attribute classifiers com-

bination method 
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CONCLUSIONS 

 

Morphological disambiguation of Arabic is a hard 

task due to its rich inflectional, derivational and 

templatic morphology. The number of potential 

morphological tags in Arabic is theoretically so 

large. In this paper, several stochastic methods to 

statistical morphological disambiguation for rich 

morphological languages have been presented.  

These proposed methods do not depend on manu-

ally constructed linguistic knowledge such as a 

dictionary and morphological rules. First, this pa-
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per evaluates the direct statistical disambiguation 

method and the single-attribute classifiers combi-

nation method. Then, new methods based on the 

combination of several N-attribute Trigram HMM 

classifiers are proposed. In these methods, the 

multi-attributes morphological tagging problem 

are decoupled into several N-attributes tagging 

sub-problems. Then, several classifiers are used to 

solve each sub-problem. Finally, the outcomes of 

all n-attributes classifiers are combined. In this 

way, we try to reduce the data sparseness problem 

and to retain the linguistic dependencies between 

the morphological attributes. Among models that 

we have developed and tested for morphological 

disambiguation of Arabic, the three (triple)-

attribute classifiers combination algorithm 

achieves a good accuracy, does not suffer from 

the data sparseness, and saves run time. 

In addition, while our experiments are limited to 

the Arabic language and to specific number of 

morphological attributes, the models presented 

thus far in this paper are language independent in 

nature and applicable to any number of morpho-

logical attributes. We believe, therefore, that the 

experiments will be applicable to other morpho-

logically complex languages. 

We believe that these results can be further im-

proved in various ways. First, by improving the 

performance of the unknown word handling algo-

rithms for each basic classifier by utilizing differ-

ent lexical features depend on the morphological 

attributes which the classifier is used to predict 

their values.   The basic classifiers can also bene-

fit from careful tuning of their parameters.  Final-

ly, we also believe that linguistic exploration, 

based on deeper error analysis, and to develop 

hard constraints which can be used to reduce the 

error rate of the combination module.  
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